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1. Introduction

0012 Categories were first introduced in [EM45]. The category of categories (which is a
proper class) is a 2-category. Similarly, the category of stacks forms a 2-category.
If you already know about categories, but not about 2-categories you should read
Section 28 as an introduction to the formal definitions later on.

2. Definitions

0013 We recall the definitions, partly to fix notation.

Definition 2.1.0014 A category C consists of the following data:
(1) A set of objects Ob(C).
(2) For each pair x, y ∈ Ob(C) a set of morphisms MorC(x, y).
(3) For each triple x, y, z ∈ Ob(C) a composition map MorC(y, z)×MorC(x, y)→

MorC(x, z), denoted (ϕ, ψ) 7→ ϕ ◦ ψ.
These data are to satisfy the following rules:

(1) For every element x ∈ Ob(C) there exists a morphism idx ∈ MorC(x, x)
such that idx ◦ ϕ = ϕ and ψ ◦ idx = ψ whenever these compositions make
sense.

(2) Composition is associative, i.e., (ϕ ◦ ψ) ◦ χ = ϕ ◦ (ψ ◦ χ) whenever these
compositions make sense.

It is customary to require all the morphism sets MorC(x, y) to be disjoint. In this
way a morphism ϕ : x → y has a unique source x and a unique target y. This is
not strictly necessary, although care has to be taken in formulating condition (2)
above if it is not the case. It is convenient and we will often assume this is the case.
In this case we say that ϕ and ψ are composable if the source of ϕ is equal to the
target of ψ, in which case ϕ ◦ ψ is defined. An equivalent definition would be to
define a category as a quintuple (Ob,Arrows, s, t, ◦) consisting of a set of objects,
a set of morphisms (arrows), source, target and composition subject to a long list
of axioms. We will occasionally use this point of view.

Remark 2.2.0015 Big categories. In some texts a category is allowed to have a proper
class of objects. We will allow this as well in these notes but only in the following
list of cases (to be updated as we go along). In particular, when we say: “Let C be
a category” then it is understood that Ob(C) is a set.

(1) The category Sets of sets.
(2) The category Ab of abelian groups.
(3) The category Groups of groups.

https://stacks.math.columbia.edu/tag/0014
https://stacks.math.columbia.edu/tag/0015
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(4) Given a group G the category G-Sets of sets with a left G-action.
(5) Given a ring R the category ModR of R-modules.
(6) Given a field k the category of vector spaces over k.
(7) The category of rings.
(8) The category of divided power rings, see Divided Power Algebra, Section

3.
(9) The category of schemes.

(10) The category Top of topological spaces.
(11) Given a topological space X the category PSh(X) of presheaves of sets over

X.
(12) Given a topological space X the category Sh(X) of sheaves of sets over X.
(13) Given a topological space X the category PAb(X) of presheaves of abelian

groups over X.
(14) Given a topological spaceX the category Ab(X) of sheaves of abelian groups

over X.
(15) Given a small category C the category of functors from C to Sets.
(16) Given a category C the category of presheaves of sets over C.
(17) Given a site C the category of sheaves of sets over C.

One of the reason to enumerate these here is to try and avoid working with some-
thing like the “collection” of “big” categories which would be like working with the
collection of all classes which I think definitively is a meta-mathematical object.
Remark 2.3.0016 It follows directly from the definition that any two identity mor-
phisms of an object x of A are the same. Thus we may and will speak of the identity
morphism idx of x.
Definition 2.4.0017 A morphism ϕ : x → y is an isomorphism of the category C if
there exists a morphism ψ : y → x such that ϕ ◦ ψ = idy and ψ ◦ ϕ = idx.
An isomorphism ϕ is also sometimes called an invertible morphism, and the mor-
phism ψ of the definition is called the inverse and denoted ϕ−1. It is unique if it
exists. Note that given an object x of a category A the set of invertible elements
AutA(x) of MorA(x, x) forms a group under composition. This group is called the
automorphism group of x in A.
Definition 2.5.0018 A groupoid is a category where every morphism is an isomorphism.
Example 2.6.0019 A group G gives rise to a groupoid with a single object x and
morphisms Mor(x, x) = G, with the composition rule given by the group law in G.
Every groupoid with a single object is of this form.
Example 2.7.001A A set C gives rise to a groupoid C defined as follows: As objects
we take Ob(C) := C and for morphisms we take Mor(x, y) empty if x ̸= y and equal
to {idx} if x = y.
Definition 2.8.001B A functor F : A → B between two categories A,B is given by
the following data:

(1) A map F : Ob(A)→ Ob(B).
(2) For every x, y ∈ Ob(A) a map F : MorA(x, y) → MorB(F (x), F (y)), de-

noted ϕ 7→ F (ϕ).
These data should be compatible with composition and identity morphisms in the
following manner: F (ϕ◦ψ) = F (ϕ)◦F (ψ) for a composable pair (ϕ, ψ) of morphisms
of A and F (idx) = idF (x).

https://stacks.math.columbia.edu/tag/0016
https://stacks.math.columbia.edu/tag/0017
https://stacks.math.columbia.edu/tag/0018
https://stacks.math.columbia.edu/tag/0019
https://stacks.math.columbia.edu/tag/001A
https://stacks.math.columbia.edu/tag/001B
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Note that every category A has an identity functor idA. In addition, given a functor
G : B → C and a functor F : A → B there is a composition functor G ◦ F : A → C
defined in an obvious manner.

Definition 2.9.001C Let F : A → B be a functor.
(1) We say F is faithful if for any objects x, y ∈ Ob(A) the map

F : MorA(x, y)→ MorB(F (x), F (y))
is injective.

(2) If these maps are all bijective then F is called fully faithful.
(3) The functor F is called essentially surjective if for any object y ∈ Ob(B)

there exists an object x ∈ Ob(A) such that F (x) is isomorphic to y in B.

Definition 2.10.001D A subcategory of a category B is a category A whose objects
and arrows form subsets of the objects and arrows of B and such that source,
target and composition in A agree with those of B and such that the identity
morphism of an object of A matches the one in B. We say A is a full subcategory
of B if MorA(x, y) = MorB(x, y) for all x, y ∈ Ob(A). We say A is a strictly full
subcategory of B if it is a full subcategory and given x ∈ Ob(A) any object of B
which is isomorphic to x is also in A.

If A ⊂ B is a subcategory then the identity map is a functor from A to B. Fur-
thermore a subcategory A ⊂ B is full if and only if the inclusion functor is fully
faithful. Note that given a category B the set of full subcategories of B is the same
as the set of subsets of Ob(B).

Remark 2.11.001E Suppose that A is a category. A functor F from A to Sets is a
mathematical object (i.e., it is a set not a class or a formula of set theory, see Sets,
Section 2) even though the category of sets is “big”. Namely, the range of F on
objects will be a set F (Ob(A)) and then we may think of F as a functor between
A and the full subcategory of the category of sets whose objects are elements of
F (Ob(A)).

Example 2.12.001F A homomorphism p : G → H of groups gives rise to a functor
between the associated groupoids in Example 2.6. It is faithful (resp. fully faithful)
if and only if p is injective (resp. an isomorphism).

Example 2.13.001G Given a category C and an object X ∈ Ob(C) we define the cate-
gory of objects over X, denoted C/X as follows. The objects of C/X are morphisms
Y → X for some Y ∈ Ob(C). Morphisms between objects Y → X and Y ′ → X are
morphisms Y → Y ′ in C that make the obvious diagram commute. Note that there
is a functor pX : C/X → C which simply forgets the morphism. Moreover given a
morphism f : X ′ → X in C there is an induced functor F : C/X ′ → C/X obtained
by composition with f , and pX ◦ F = pX′ .

Example 2.14.001H Given a category C and an object X ∈ Ob(C) we define the
category of objects under X, denoted X/C as follows. The objects of X/C are
morphisms X → Y for some Y ∈ Ob(C). Morphisms between objects X → Y and
X → Y ′ are morphisms Y → Y ′ in C that make the obvious diagram commute.
Note that there is a functor pX : X/C → C which simply forgets the morphism.
Moreover given a morphism f : X ′ → X in C there is an induced functor F : X/C →
X ′/C obtained by composition with f , and pX′ ◦ F = pX .

https://stacks.math.columbia.edu/tag/001C
https://stacks.math.columbia.edu/tag/001D
https://stacks.math.columbia.edu/tag/001E
https://stacks.math.columbia.edu/tag/001F
https://stacks.math.columbia.edu/tag/001G
https://stacks.math.columbia.edu/tag/001H
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Definition 2.15.001I Let F,G : A → B be functors. A natural transformation, or a
morphism of functors t : F → G, is a collection {tx}x∈Ob(A) such that

(1) tx : F (x)→ G(x) is a morphism in the category B, and
(2) for every morphism ϕ : x→ y of A the following diagram is commutative

F (x) tx //

F (ϕ)
��

G(x)

G(ϕ)
��

F (y)
ty // G(y)

Sometimes we use the diagram

A
F
%%

G

99�� t B

to indicate that t is a morphism from F to G.

Note that every functor F comes with the identity transformation idF : F → F .
In addition, given a morphism of functors t : F → G and a morphism of functors
s : E → F then the composition t ◦ s is defined by the rule

(t ◦ s)x = tx ◦ sx : E(x)→ G(x)

for x ∈ Ob(A). It is easy to verify that this is indeed a morphism of functors from
E to G. In this way, given categories A and B we obtain a new category, namely
the category of functors between A and B.

Remark 2.16.02C2 This is one instance where the same thing does not hold if A is a
“big” category. For example consider functors Sets → Sets. As we have currently
defined it such a functor is a class and not a set. In other words, it is given by a
formula in set theory (with some variables equal to specified sets)! It is not a good
idea to try to consider all possible formulae of set theory as part of the definition of
a mathematical object. The same problem presents itself when considering sheaves
on the category of schemes for example. We will come back to this point later.

Definition 2.17.001J An equivalence of categories F : A → B is a functor such that
there exists a functor G : B → A such that the compositions F ◦G and G ◦ F are
isomorphic to the identity functors idB, respectively idA. In this case we say that
G is a quasi-inverse to F .

Lemma 2.18.05SG Let F : A → B be a fully faithful functor. Suppose for every X ∈
Ob(B) we are given an object j(X) of A and an isomorphism iX : X → F (j(X)).
Then there is a unique functor j : B → A such that j extends the rule on objects,
and the isomorphisms iX define an isomorphism of functors idB → F ◦j. Moreover,
j and F are quasi-inverse equivalences of categories.

Proof. To construct j : B → A, there are two steps. Firstly, we define the map
j : Ob(B)→ Ob(A) that associates j(X) to X ∈ B. Secondly, if X,Y ∈ Ob(B) and
ϕ : X → Y , we consider ϕ′ := iY ◦ϕ◦i−1

X . There is an unique φ verifying F (φ) = ϕ′,
using that F is fully faithful. We define j(ϕ) = φ. We omit the verification that j

https://stacks.math.columbia.edu/tag/001I
https://stacks.math.columbia.edu/tag/02C2
https://stacks.math.columbia.edu/tag/001J
https://stacks.math.columbia.edu/tag/05SG
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is a functor. By construction the diagram

X
iX
//

ϕ

��

F (j(X))

F◦j(ϕ)
��

Y
iY // F (j(Y ))

commutes. Hence, as each iX is an isomorphism, {iX}X is an isomorphism of
functors idB → F ◦ j. To conclude, we have to also prove that j ◦ F is isomorphic
to idA. However, since F is fully faithful, in order to do this it suffices to prove this
after post-composing with F , i.e., it suffices to show that F ◦ j ◦F is isomorphic to
F ◦ idA (small detail omitted). Since F ◦ j ∼= idB this is clear. □

Lemma 2.19.02C3 A functor is an equivalence of categories if and only if it is both
fully faithful and essentially surjective.

Proof. Let F : A → B be essentially surjective and fully faithful. As by convention
all categories are small and as F is essentially surjective we can, using the axiom
of choice, choose for every X ∈ Ob(B) an object j(X) of A and an isomorphism
iX : X → F (j(X)). Then we apply Lemma 2.18 using that F is fully faithful. □

Definition 2.20.001K Let A, B be categories. We define the product category A × B
to be the category with objects Ob(A× B) = Ob(A)×Ob(B) and

MorA×B((x, y), (x′, y′)) := MorA(x, x′)×MorB(y, y′).

Composition is defined componentwise.

3. Opposite Categories and the Yoneda Lemma

001L
Definition 3.1.001M Given a category C the opposite category Copp is the category
with the same objects as C but all morphisms reversed.

In other words MorCopp(x, y) = MorC(y, x). Composition in Copp is the same as in
C except backwards: if ϕ : y → z and ψ : x → y are morphisms in Copp, in other
words arrows z → y and y → x in C, then ϕ ◦opp ψ is the morphism x→ z of Copp
which corresponds to the composition z → y → x in C.

Definition 3.2.001N Let C, S be categories. A contravariant functor F from C to S is
a functor Copp → S.

Concretely, a contravariant functor F is given by a map F : Ob(C) → Ob(S) and
for every morphism ψ : x → y in C a morphism F (ψ) : F (y) → F (x). These
should satisfy the property that, given another morphism ϕ : y → z, we have
F (ϕ ◦ ψ) = F (ψ) ◦ F (ϕ) as morphisms F (z)→ F (x). (Note the reverse of order.)

Definition 3.3.02X6 Let C be a category.
(1) A presheaf of sets on C or simply a presheaf is a contravariant functor F

from C to Sets.
(2) The category of presheaves is denoted PSh(C).

Of course the category of presheaves is a proper class.

https://stacks.math.columbia.edu/tag/02C3
https://stacks.math.columbia.edu/tag/001K
https://stacks.math.columbia.edu/tag/001M
https://stacks.math.columbia.edu/tag/001N
https://stacks.math.columbia.edu/tag/02X6


CATEGORIES 7

Example 3.4.001O Functor of points. For any U ∈ Ob(C) there is a contravariant
functor

hU : C −→ Sets
X 7−→ MorC(X,U)

which takes an object X to the set MorC(X,U). In other words hU is a presheaf.
Given a morphism f : X → Y the corresponding map hU (f) : MorC(Y,U) →
MorC(X,U) takes ϕ to ϕ◦ f . We will always denote this presheaf hU : Copp → Sets.
It is called the representable presheaf associated to U . If C is the category of schemes
this functor is sometimes referred to as the functor of points of U .

Note that given a morphism ϕ : U → V in C we get a corresponding natural trans-
formation of functors h(ϕ) : hU → hV defined by composing with the morphism
U → V . This turns composition of morphisms in C into composition of transfor-
mations of functors. In other words we get a functor

h : C −→ PSh(C)

Note that the target is a “big” category, see Remark 2.2. On the other hand, h is
an actual mathematical object (i.e. a set), compare Remark 2.11.

Lemma 3.5 (Yoneda lemma).001P Appeared in some
form in [Yon54].
Used by
Grothendieck in a
generalized form in
[Gro95].

Let U, V ∈ Ob(C). Given any morphism of functors
s : hU → hV there is a unique morphism ϕ : U → V such that h(ϕ) = s. In other
words the functor h is fully faithful. More generally, given any contravariant functor
F and any object U of C we have a natural bijection

MorPSh(C)(hU , F ) −→ F (U), s 7−→ sU (idU ).

Proof. For the first statement, just take ϕ = sU (idU ) ∈ MorC(U, V ). For the
second statement, given ξ ∈ F (U) define s by sV : hU (V ) → F (V ) by sending the
element f : V → U of hU (V ) = MorC(V,U) to F (f)(ξ). □

Definition 3.6.001Q A contravariant functor F : C → Sets is said to be representable
if it is isomorphic to the functor of points hU for some object U of C.

Let C be a category and let F : Copp → Sets be a representable functor. Choose
an object U of C and an isomorphism s : hU → F . The Yoneda lemma guarantees
that the pair (U, s) is unique up to unique isomorphism. The object U is called an
object representing F . By the Yoneda lemma the transformation s corresponds to
a unique element ξ ∈ F (U). This element is called the universal object. It has the
property that for V ∈ Ob(C) the map

MorC(V,U) −→ F (V ), (f : V → U) 7−→ F (f)(ξ)

is a bijection. Thus ξ is universal in the sense that every element of F (V ) is equal
to the image of ξ via F (f) for a unique morphism f : V → U in C.

4. Products of pairs

001R
Definition 4.1.001S Let x, y ∈ Ob(C). A product of x and y is an object x × y ∈
Ob(C) together with morphisms p ∈ MorC(x × y, x) and q ∈ MorC(x × y, y) such
that the following universal property holds: for any w ∈ Ob(C) and morphisms

https://stacks.math.columbia.edu/tag/001O
https://stacks.math.columbia.edu/tag/001P
https://stacks.math.columbia.edu/tag/001Q
https://stacks.math.columbia.edu/tag/001S
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α ∈ MorC(w, x) and β ∈ MorC(w, y) there is a unique γ ∈ MorC(w, x × y) making
the diagram

w
β

**
γ

''
α

  

x× y
p

��

q
// y

x

commute.

If a product exists it is unique up to unique isomorphism. This follows from the
Yoneda lemma as the definition requires x× y to be an object of C such that

hx×y(w) = hx(w)× hy(w)
functorially in w. In other words the product x × y is an object representing the
functor w 7→ hx(w)× hy(w).

Definition 4.2.001T We say the category C has products of pairs of objects if a product
x× y exists for any x, y ∈ Ob(C).

We use this terminology to distinguish this notion from the notion of “having prod-
ucts” or “having finite products” which usually means something else (in particular
it always implies there exists a final object).

5. Coproducts of pairs

04AN
Definition 5.1.04AO Let x, y ∈ Ob(C). A coproduct, or amalgamated sum of x and
y is an object x ⨿ y ∈ Ob(C) together with morphisms i ∈ MorC(x, x ⨿ y) and
j ∈ MorC(y, x ⨿ y) such that the following universal property holds: for any w ∈
Ob(C) and morphisms α ∈ MorC(x,w) and β ∈ MorC(y, w) there is a unique γ ∈
MorC(x⨿ y, w) making the diagram

y

j

�� β

��

x
i //

α

**

x⨿ y
γ

''
w

commute.

If a coproduct exists it is unique up to unique isomorphism. This follows from the
Yoneda lemma (applied to the opposite category) as the definition requires x ⨿ y
to be an object of C such that

MorC(x⨿ y, w) = MorC(x,w)×MorC(y, w)
functorially in w.

Definition 5.2.04AP We say the category C has coproducts of pairs of objects if a
coproduct x⨿ y exists for any x, y ∈ Ob(C).

https://stacks.math.columbia.edu/tag/001T
https://stacks.math.columbia.edu/tag/04AO
https://stacks.math.columbia.edu/tag/04AP
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We use this terminology to distinguish this notion from the notion of “having co-
products” or “having finite coproducts” which usually means something else (in
particular it always implies there exists an initial object in C).

6. Fibre products

001U
Definition 6.1.001V Let x, y, z ∈ Ob(C), f ∈ MorC(x, y) and g ∈ MorC(z, y). A
fibre product of f and g is an object x ×y z ∈ Ob(C) together with morphisms
p ∈ MorC(x×y z, x) and q ∈ MorC(x×y z, z) making the diagram

x×y z q
//

p

��

z

g

��
x

f // y

commute, and such that the following universal property holds: for any w ∈ Ob(C)
and morphisms α ∈ MorC(w, x) and β ∈ MorC(w, z) with f ◦ α = g ◦ β there is a
unique γ ∈ MorC(w, x×y z) making the diagram

w
β

**
γ

''
α

  

x×y z
p

��

q
// z

g

��
x

f // y

commute.

If a fibre product exists it is unique up to unique isomorphism. This follows from
the Yoneda lemma as the definition requires x×y z to be an object of C such that

hx×yz(w) = hx(w)×hy(w) hz(w)
functorially in w. In other words the fibre product x×y z is an object representing
the functor w 7→ hx(w)×hy(w) hz(w).

Definition 6.2.08N0 We say a commutative diagram
w //

��

z

��
x // y

in a category is cartesian if w and the morphisms w → x and w → z form a fibre
product of the morphisms x→ y and z → y.

Definition 6.3.001W We say the category C has fibre products if the fibre product exists
for any f ∈ MorC(x, y) and g ∈ MorC(z, y).

Definition 6.4.001X A morphism f : x→ y of a category C is said to be representable
if for every morphism z → y in C the fibre product x×y z exists.

Lemma 6.5.001Y Let C be a category. Let f : x→ y, and g : y → z be representable.
Then g ◦ f : x→ z is representable.

https://stacks.math.columbia.edu/tag/001V
https://stacks.math.columbia.edu/tag/08N0
https://stacks.math.columbia.edu/tag/001W
https://stacks.math.columbia.edu/tag/001X
https://stacks.math.columbia.edu/tag/001Y


CATEGORIES 10

Proof. Let t ∈ Ob(C) and φ ∈ MorC(t, z). As g and f are representable, we obtain
commutative diagrams

y ×z t q
//

p

��

t

φ

��
y

g // z

x×y (y×z t)
q′

//

p′

��

y ×z t

p

��
x

f // y

with the universal property of Definition 6.1. We claim that x×z t = x×y (y ×z t)
with morphisms q ◦ q′ : x×z t → t and p′ : x×z t → x is a fibre product. First, it
follows from the commutativity of the diagrams above that φ◦ q ◦ q′ = f ◦g ◦p′. To
verify the universal property, let w ∈ Ob(C) and suppose α : w → x and β : w → y
are morphisms with φ ◦ β = f ◦ g ◦ α. By definition of the fibre product, there are
unique morphisms δ and γ such that

w
β

**
δ ''

f◦α

  

y ×z t
p

��

q
// t

φ

��
y

g // z

and
w

δ

++
γ ((

α

""

x×y (y×z t)

p′

��

q′
// y ×z t

p

��
x

f // y

commute. Then, γ makes the diagram

w
β

**
γ ((
α

  

x×z t

p′

��

q◦q′
// t

φ

��
x

g◦f // z

commute. To show its uniqueness, let γ′ verify q ◦ q′ ◦ γ′ = β and p′ ◦ γ′ = α.
Because γ is unique, we just need to prove that q′ ◦ γ′ = δ and p′ ◦ γ′ = α to
conclude. We supposed the second equality. For the first one, we also need to use
the uniqueness of delta. Notice that δ is the only morphism verifying q ◦ δ = β and
p◦ δ = f ◦α. We already supposed that q ◦ (q′ ◦γ′) = β. Furthermore, by definition
of the fibre product, we know that f ◦ p′ = p ◦ q′. Therefore:

p ◦ (q′ ◦ γ′) = (p ◦ q′) ◦ γ′ = (f ◦ p′) ◦ γ′ = f ◦ (p′ ◦ γ′) = f ◦ α.

Then q′ ◦ γ′ = δ, which concludes the proof. □
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Lemma 6.6.001Z Let C be a category. Let f : x → y be representable. Let y′ → y be
a morphism of C. Then the morphism x′ := x×y y′ → y′ is representable also.

Proof. Let z → y′ be a morphism. The fibre product x′ ×y′ z is supposed to
represent the functor

w 7→ hx′(w)×hy′ (w) hz(w)
= (hx(w)×hy(w) hy′(w))×hy′ (w) hz(w)
= hx(w)×hy(w) hz(w)

which is representable by assumption. □

7. Examples of fibre products

0020 In this section we list examples of fibre products and we describe them.

As a really trivial first example we observe that the category of sets has fibre
products and hence every morphism is representable. Namely, if f : X → Y and
g : Z → Y are maps of sets then we define X ×Y Z as the subset of X × Z
consisting of pairs (x, z) such that f(x) = g(z). The morphisms p : X ×Y Z → X
and q : X ×Y Z → Z are the projection maps (x, z) 7→ x, and (x, z) 7→ z. Finally,
if α : W → X and β : W → Z are morphisms such that f ◦α = g ◦ β then the map
W → X × Z, w 7→ (α(w), β(w)) obviously ends up in X ×Y Z as desired.

In many categories whose objects are sets endowed with certain types of algebraic
structures the fibre product of the underlying sets also provides the fibre product
in the category. For example, suppose that X, Y and Z above are groups and that
f , g are homomorphisms of groups. Then the set-theoretic fibre product X ×Y Z
inherits the structure of a group, simply by defining the product of two pairs by
the formula (x, z) · (x′, z′) = (xx′, zz′). Here we list those categories for which a
similar reasoning works.

(1) The category Groups of groups.
(2) The category G-Sets of sets endowed with a left G-action for some fixed

group G.
(3) The category of rings.
(4) The category of R-modules given a ring R.

8. Fibre products and representability

0021 In this section we work out fibre products in the category of contravariant func-
tors from a category to the category of sets. This will later be superseded during
the discussion of sites, presheaves, sheaves. Of some interest is the notion of a
“representable morphism” between such functors.

Lemma 8.1.0022 Let C be a category. Let F,G,H : Copp → Sets be functors. Let
a : F → G and b : H → G be transformations of functors. Then the fibre product
F ×a,G,b H in the category PSh(C) exists and is given by the formula

(F ×a,G,b H)(X) = F (X)×aX ,G(X),bX
H(X)

for any object X of C.

Proof. Omitted. □

https://stacks.math.columbia.edu/tag/001Z
https://stacks.math.columbia.edu/tag/0022
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As a special case suppose we have a morphism a : F → G, an object U ∈ Ob(C)
and an element ξ ∈ G(U). According to the Yoneda Lemma 3.5 this gives a
transformation ξ : hU → G. The fibre product in this case is described by the rule

(hU ×ξ,G,a F )(X) = {(f, ξ′) | f : X → U, ξ′ ∈ F (X), G(f)(ξ) = aX(ξ′)}
If F , G are also representable, then this is the functor representing the fibre product,
if it exists, see Section 6. The analogy with Definition 6.4 prompts us to define a
notion of representable transformations.
Definition 8.2.0023 Let C be a category. Let F,G : Copp → Sets be functors. We say
a morphism a : F → G is representable, or that F is relatively representable over
G, if for every U ∈ Ob(C) and any ξ ∈ G(U) the functor hU ×G F is representable.
Lemma 8.3.03KC Let C be a category. Let a : F → G be a morphism of contravariant
functors from C to Sets. If a is representable, and G is a representable functor,
then F is representable.
Proof. Omitted. □

Lemma 8.4.0024 Let C be a category. Let F : Copp → Sets be a functor. Assume C
has products of pairs of objects and fibre products. The following are equivalent:

(1) the diagonal ∆ : F → F × F is representable,
(2) for every U in C, and any ξ ∈ F (U) the map ξ : hU → F is representable,
(3) for every pair U, V in C and any ξ ∈ F (U), ξ′ ∈ F (V ) the fibre product

hU ×ξ,F,ξ′ hV is representable.
Proof. We will continue to use the Yoneda lemma to identify F (U) with transfor-
mations hU → F of functors.
Equivalence of (2) and (3). Let U, ξ, V, ξ′ be as in (3). Both (2) and (3) tell us
exactly that hU ×ξ,F,ξ′ hV is representable; the only difference is that the statement
(3) is symmetric in U and V whereas (2) is not.
Assume condition (1). Let U, ξ, V, ξ′ be as in (3). Note that hU × hV = hU×V is
representable. Denote η : hU×V → F × F the map corresponding to the product
ξ×ξ′ : hU×hV → F×F . Then the fibre product F×∆,F×F,ηhU×V is representable
by assumption. This means there exist W ∈ Ob(C), morphisms W → U , W → V
and hW → F such that

hW

��

// hU × hV

ξ×ξ′

��
F // F × F

is cartesian. Using the explicit description of fibre products in Lemma 8.1 the
reader sees that this implies that hW = hU ×ξ,F,ξ′ hV as desired.
Assume the equivalent conditions (2) and (3). Let U be an object of C and let
(ξ, ξ′) ∈ (F × F )(U). By (3) the fibre product hU ×ξ,F,ξ′ hU is representable.
Choose an object W and an isomorphism hW → hU×ξ,F,ξ′ hU . The two projections
pri : hU×ξ,F,ξ′hU → hU correspond to morphisms pi : W → U by Yoneda. Consider
W ′ = W ×(p1,p2),U×U U . It is formal to show that W ′ represents F ×∆,F×F hU
because

hW ′ = hW ×hU ×hU
hU = (hU ×ξ,F,ξ′ hU )×hU ×hU

hU = F ×F×F hU .

Thus ∆ is representable and this finishes the proof. □

https://stacks.math.columbia.edu/tag/0023
https://stacks.math.columbia.edu/tag/03KC
https://stacks.math.columbia.edu/tag/0024
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9. Pushouts

0025 The dual notion to fibre products is that of pushouts.

Definition 9.1.0026 Let x, y, z ∈ Ob(C), f ∈ MorC(y, x) and g ∈ MorC(y, z). A
pushout of f and g is an object x ⨿y z ∈ Ob(C) together with morphisms p ∈
MorC(x, x⨿y z) and q ∈ MorC(z, x⨿y z) making the diagram

y
g
//

f

��

z

q

��
x

p // x⨿y z

commute, and such that the following universal property holds: For any w ∈ Ob(C)
and morphisms α ∈ MorC(x,w) and β ∈ MorC(z, w) with α ◦ f = β ◦ g there is a
unique γ ∈ MorC(x⨿y z, w) making the diagram

y
g
//

f

��

z

q

�� β

  

x
p //

α

**

x⨿y z
γ

''
w

commute.

It is possible and straightforward to prove the uniqueness of the triple (x⨿y z, p, q)
up to unique isomorphism (if it exists) by direct arguments. Another possibility
is to think of the pushout as the fibre product in the opposite category, thereby
getting this uniqueness for free from the discussion in Section 6.

Definition 9.2.08N1 We say a commutative diagram

y //

��

z

��
x // w

in a category is cocartesian if w and the morphisms x → w and z → w form a
pushout of the morphisms y → x and y → z.

10. Equalizers

0027
Definition 10.1.0028 Suppose that X, Y are objects of a category C and that a, b :
X → Y are morphisms. We say a morphism e : Z → X is an equalizer for the pair
(a, b) if a◦e = b◦e and if (Z, e) satisfies the following universal property: For every
morphism t : W → X in C such that a ◦ t = b ◦ t there exists a unique morphism
s : W → Z such that t = e ◦ s.

As in the case of the fibre products above, equalizers when they exist are unique up
to unique isomorphism. There is a straightforward generalization of this definition
to the case where we have more than 2 morphisms.

https://stacks.math.columbia.edu/tag/0026
https://stacks.math.columbia.edu/tag/08N1
https://stacks.math.columbia.edu/tag/0028
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11. Coequalizers

0029
Definition 11.1.002A Suppose that X, Y are objects of a category C and that a, b :
X → Y are morphisms. We say a morphism c : Y → Z is a coequalizer for the pair
(a, b) if c◦a = c◦ b and if (Z, c) satisfies the following universal property: For every
morphism t : Y → W in C such that t ◦ a = t ◦ b there exists a unique morphism
s : Z →W such that t = s ◦ c.

As in the case of the pushouts above, coequalizers when they exist are unique up
to unique isomorphism, and this follows from the uniqueness of equalizers upon
considering the opposite category. There is a straightforward generalization of this
definition to the case where we have more than 2 morphisms.

12. Initial and final objects

002B
Definition 12.1.002C Let C be a category.

(1) An object x of the category C is called an initial object if for every object
y of C there is exactly one morphism x→ y.

(2) An object x of the category C is called a final object if for every object y
of C there is exactly one morphism y → x.

In the category of sets the empty set ∅ is an initial object, and in fact the only
initial object. Also, any singleton, i.e., a set with one element, is a final object (so
it is not unique).

13. Monomorphisms and Epimorphisms

003A
Definition 13.1.003B Let C be a category and let f : X → Y be a morphism of C.

(1) We say that f is a monomorphism if for every object W and every pair of
morphisms a, b : W → X such that f ◦ a = f ◦ b we have a = b.

(2) We say that f is an epimorphism if for every object W and every pair of
morphisms a, b : Y →W such that a ◦ f = b ◦ f we have a = b.

Example 13.2.003C In the category of sets the monomorphisms correspond to injective
maps and the epimorphisms correspond to surjective maps.

Lemma 13.3.08LR Let C be a category, and let f : X → Y be a morphism of C. Then
(1) f is a monomorphism if and only if X is the fibre product X ×Y X, and
(2) f is an epimorphism if and only if Y is the pushout Y ⨿X Y .

Proof. Let suppose that f is a monomorphism. Let W be an object of C and
α, β ∈ MorC(W,X) such that f ◦ α = f ◦ β. Therefore α = β as f is monic. In
addition, we have the commutative diagram

X
idX //

idX

��

X

f

��
X

f // Y

which verify the universal property with γ := α = β. Thus X is indeed the fibre
product X ×Y X.

https://stacks.math.columbia.edu/tag/002A
https://stacks.math.columbia.edu/tag/002C
https://stacks.math.columbia.edu/tag/003B
https://stacks.math.columbia.edu/tag/003C
https://stacks.math.columbia.edu/tag/08LR
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Suppose that X ×Y X ∼= X. The diagram

X
idX //

idX

��

X

f

��
X

f // Y

commutes and if W ∈ Ob(C) and α, β : X → Y such that f ◦ α = f ◦ β, we have a
unique γ verifying

γ = idX ◦ γ = α = β

which proves that α = β.

The proof is exactly the same for the second point, but with the pushout Y ⨿X Y =
Y . □

14. Limits and colimits

002D Let C be a category. A diagram in C is simply a functor M : I → C. We say that
I is the index category or that M is an I-diagram. We will use the notation Mi

to denote the image of the object i of I. Hence for ϕ : i → i′ a morphism in I we
have M(ϕ) : Mi →Mi′ .

Definition 14.1.002E A limit of the I-diagram M in the category C is given by an
object limI M in C together with morphisms pi : limI M →Mi such that

(1) for ϕ : i→ i′ a morphism in I we have pi′ = M(ϕ) ◦ pi, and
(2) for any object W in C and any family of morphisms qi : W →Mi (indexed

by i ∈ Ob(I)) such that for all ϕ : i→ i′ in I we have qi′ = M(ϕ) ◦ qi there
exists a unique morphism q : W → limI M such that qi = pi ◦ q for every
object i of I.

Limits (limI M, (pi)i∈Ob(I)) are (if they exist) unique up to unique isomorphism by
the uniqueness requirement in the definition. Products of pairs, fibre products, and
equalizers are examples of limits. The limit over the empty diagram is a final object
of C. In the category of sets all limits exist. The dual notion is that of colimits.

Definition 14.2.002F A colimit of the I-diagram M in the category C is given by an
object colimI M in C together with morphisms si : Mi → colimI M such that

(1) for ϕ : i→ i′ a morphism in I we have si = si′ ◦M(ϕ), and
(2) for any object W in C and any family of morphisms ti : Mi →W (indexed

by i ∈ Ob(I)) such that for all ϕ : i→ i′ in I we have ti = ti′ ◦M(ϕ) there
exists a unique morphism t : colimI M →W such that ti = t ◦ si for every
object i of I.

Colimits (colimI M, (si)i∈Ob(I)) are (if they exist) unique up to unique isomorphism
by the uniqueness requirement in the definition. Coproducts of pairs, pushouts,
and coequalizers are examples of colimits. The colimit over an empty diagram is
an initial object of C. In the category of sets all colimits exist.

Remark 14.3.002G The index category of a (co)limit will never be allowed to have
a proper class of objects. In this project it means that it cannot be one of the
categories listed in Remark 2.2

https://stacks.math.columbia.edu/tag/002E
https://stacks.math.columbia.edu/tag/002F
https://stacks.math.columbia.edu/tag/002G
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Remark 14.4.002H We often write limiMi, colimiMi, limi∈I Mi, or colimi∈I Mi in-
stead of the versions indexed by I. Using this notation, and using the description
of limits and colimits of sets in Section 15 below, we can say the following. Let
M : I → C be a diagram.

(1) The object limiMi if it exists satisfies the following property

MorC(W, limiMi) = limi MorC(W,Mi)

where the limit on the right takes place in the category of sets.
(2) The object colimiMi if it exists satisfies the following property

MorC(colimiMi,W ) = limi∈Iopp MorC(Mi,W )

where on the right we have the limit over the opposite category with value
in the category of sets.

By the Yoneda lemma (and its dual) this formula completely determines the limit,
respectively the colimit.

Remark 14.5.0G2U Let M : I → C be a diagram. In this setting a cone for M is given
by an object W and a family of morphisms qi : W → Mi, i ∈ Ob(I) such that for
all morphisms ϕ : i→ i′ of I the diagram

W
qi

}}

qi′

!!
Mi

M(ϕ) // Mi′

is commutative. The collection of cones forms a category with an obvious notion of
morphisms. Clearly, the limit of M , if it exists, is a final object in the category of
cones. Dually, a cocone for M is given by an object W and a family of morphisms
ti : Mi →W such that for all morphisms ϕ : i→ i′ in I the diagram

Mi

M(ϕ) //

ti !!

Mi′

ti′}}
W

commutes. The collection of cocones forms a category with an obvious notion of
morphisms. Similarly to the above the colimit of M exists if and only if the category
of cocones has an initial object.

As an application of the notions of limits and colimits we define products and
coproducts.

Definition 14.6.002I Suppose that I is a set, and suppose given for every i ∈ I
an object Mi of the category C. A product

∏
i∈IMi is by definition limI M (if it

exists) where I is the category having only identities as morphisms and having the
elements of I as objects.

An important special case is where I = ∅ in which case the product is a final
object of the category. The morphisms pi :

∏
Mi → Mi are called the projection

morphisms.

https://stacks.math.columbia.edu/tag/002H
https://stacks.math.columbia.edu/tag/0G2U
https://stacks.math.columbia.edu/tag/002I
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Definition 14.7.002J Suppose that I is a set, and suppose given for every i ∈ I an
object Mi of the category C. A coproduct

∐
i∈IMi is by definition colimI M (if it

exists) where I is the category having only identities as morphisms and having the
elements of I as objects.

An important special case is where I = ∅ in which case the coproduct is an initial
object of the category. Note that the coproduct comes equipped with morphisms
Mi →

∐
Mi. These are sometimes called the coprojections.

Lemma 14.8.002K Suppose that M : I → C, and N : J → C are diagrams whose
colimits exist. Suppose H : I → J is a functor, and suppose t : M → N ◦H is a
transformation of functors. Then there is a unique morphism

θ : colimI M −→ colimJ N

such that all the diagrams

Mi

ti

��

// colimI M

θ

��
NH(i) // colimJ N

commute.

Proof. Omitted. □

Lemma 14.9.002L Suppose that M : I → C, and N : J → C are diagrams whose
limits exist. Suppose H : I → J is a functor, and suppose t : N ◦ H → M is a
transformation of functors. Then there is a unique morphism

θ : limJ N −→ limI M

such that all the diagrams

limJ N

θ

��

// NH(i)

ti

��
limI M // Mi

commute.

Proof. Omitted. □

Lemma 14.10.002M Let I, J be index categories. Let M : I × J → C be a functor.
We have

colimi colimjMi,j = colimi,jMi,j = colimj colimiMi,j

provided all the indicated colimits exist. Similar for limits.

Proof. Omitted. □

Lemma 14.11.002N Let M : I → C be a diagram. Write I = Ob(I) and A =
Arrows(I). Denote s, t : A→ I the source and target maps. Suppose that

∏
i∈IMi

and
∏
a∈AMt(a) exist. Suppose that the equalizer of

∏
i∈IMi

ϕ //

ψ
//
∏
a∈AMt(a)

https://stacks.math.columbia.edu/tag/002J
https://stacks.math.columbia.edu/tag/002K
https://stacks.math.columbia.edu/tag/002L
https://stacks.math.columbia.edu/tag/002M
https://stacks.math.columbia.edu/tag/002N
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exists, where the morphisms are determined by their components as follows: pa◦ψ =
M(a) ◦ ps(a) and pa ◦ ϕ = pt(a). Then this equalizer is the limit of the diagram.

Proof. Omitted. □

Lemma 14.12.002P Let M : I → C be a diagram. Write I = Ob(I) and A =
Arrows(I). Denote s, t : A→ I the source and target maps. Suppose that

∐
i∈IMi

and
∐
a∈AMs(a) exist. Suppose that the coequalizer of

∐
a∈AMs(a)

ϕ //

ψ
//
∐
i∈IMi

exists, where the morphisms are determined by their components as follows: The
component Ms(a) maps via ψ to the component Mt(a) via the morphism M(a). The
component Ms(a) maps via ϕ to the component Ms(a) by the identity morphism.
Then this coequalizer is the colimit of the diagram.

Proof. Omitted. □

15. Limits and colimits in the category of sets

002U Not only do limits and colimits exist in Sets but they are also easy to describe.
Namely, let M : I → Sets, i 7→ Mi be a diagram of sets. Denote I = Ob(I). The
limit is described as

limI M = {(mi)i∈I ∈
∏

i∈I
Mi | ∀ϕ : i→ i′ in I,M(ϕ)(mi) = mi′}.

So we think of an element of the limit as a compatible system of elements of all the
sets Mi.

On the other hand, the colimit is

colimI M = (
∐

i∈I
Mi)/ ∼

where the equivalence relation ∼ is the equivalence relation generated by setting
mi ∼ mi′ if mi ∈Mi, mi′ ∈Mi′ and M(ϕ)(mi) = mi′ for some ϕ : i→ i′. In other
words, mi ∈Mi and mi′ ∈Mi′ are equivalent if there are a chain of morphisms in
I

i1

|| ��

i3

��

i2n−1

$$
i = i0 i2 . . . i2n = i′

and elements mij ∈ Mij mapping to each other under the maps Mi2k−1 → Mi2k−2

and Mi2k−1 →Mi2k
induced from the maps in I above.

This is not a very pleasant type of object to work with. But if the diagram is
filtered then it is much easier to describe. We will explain this in Section 19.

16. Connected limits

04AQ A (co)limit is called connected if its index category is connected.

Definition 16.1.002S We say that a category I is connected if the equivalence relation
generated by x ∼ y ⇔ MorI(x, y) ̸= ∅ has exactly one equivalence class.

https://stacks.math.columbia.edu/tag/002P
https://stacks.math.columbia.edu/tag/002S
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Here we follow the convention of Topology, Definition 7.1 that connected spaces are
nonempty. The following in some vague sense characterizes connected limits.

Lemma 16.2.002T Let C be a category. Let X be an object of C. Let M : I → C/X be
a diagram in the category of objects over X. If the index category I is connected
and the limit of M exists in C/X, then the limit of the composition I → C/X → C
exists and is the same.

Proof. Let L → X be an object representing the limit in C/X. Consider the
functor

W 7−→ limi MorC(W,Mi).
Let (φi) be an element of the set on the right. Since each Mi comes equipped with
a morphism si : Mi → X we get morphisms fi = si ◦ φi : W → X. But as I
is connected we see that all fi are equal. Since I is nonempty there is at least
one fi. Hence this common value W → X defines the structure of an object of
W in C/X and (φi) defines an element of limi MorC/X(W,Mi). Thus we obtain a
unique morphism ϕ : W → L such that φi is the composition of ϕ with L→Mi as
desired. □

Lemma 16.3.04AR Let C be a category. Let X be an object of C. Let M : I → X/C be a
diagram in the category of objects under X. If the index category I is connected and
the colimit of M exists in X/C, then the colimit of the composition I → X/C → C
exists and is the same.

Proof. Omitted. Hint: This lemma is dual to Lemma 16.2. □

17. Cofinal and initial categories

09WN In the literature sometimes the word “final” is used instead of cofinal in the following
definition.

Definition 17.1.04E6 Let H : I → J be a functor between categories. We say I is
cofinal in J or that H is cofinal if

(1) for all y ∈ Ob(J ) there exist an x ∈ Ob(I) and a morphism y → H(x),
and

(2) given y ∈ Ob(J ), x, x′ ∈ Ob(I) and morphisms y → H(x) and y → H(x′)
there exist a sequence of morphisms

x = x0 ← x1 → x2 ← x3 → . . .→ x2n = x′

in I and morphisms y → H(xi) in J such that the diagrams
y

xx �� &&
H(x2k) H(x2k+1)oo // H(x2k+2)

commute for k = 0, . . . , n− 1.

Lemma 17.2.04E7 Let H : I → J be a functor of categories. Assume I is cofinal in
J . Then for every diagram M : J → C we have a canonical isomorphism

colimI M ◦H = colimJ M

if either side exists.

https://stacks.math.columbia.edu/tag/002T
https://stacks.math.columbia.edu/tag/04AR
https://stacks.math.columbia.edu/tag/04E6
https://stacks.math.columbia.edu/tag/04E7
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Proof. Omitted. □

Definition 17.3.09WP Let H : I → J be a functor between categories. We say I is
initial in J or that H is initial if

(1) for all y ∈ Ob(J ) there exist an x ∈ Ob(I) and a morphism H(x)→ y,
(2) for any y ∈ Ob(J ), x, x′ ∈ Ob(I) and morphisms H(x)→ y, H(x′)→ y in
J there exist a sequence of morphisms

x = x0 ← x1 → x2 ← x3 → . . .→ x2n = x′

in I and morphisms H(xi)→ y in J such that the diagrams

H(x2k)

&&

H(x2k+1)oo //

��

H(x2k+2)

xx
y

commute for k = 0, . . . , n− 1.

This is just the dual notion to “cofinal” functors.

Lemma 17.4.002R Let H : I → J be a functor of categories. Assume I is initial in
J . Then for every diagram M : J → C we have a canonical isomorphism

limI M ◦H = limJ M

if either side exists.

Proof. Omitted. □

Lemma 17.5.05US Let F : I → I ′ be a functor. Assume
(1) the fibre categories (see Definition 32.2) of I over I ′ are all connected, and
(2) for every morphism α′ : x′ → y′ in I ′ there exists a morphism α : x → y

in I such that F (α) = α′.
Then for every diagram M : I ′ → C the colimit colimI M ◦ F exists if and only if
colimI′ M exists and if so these colimits agree.

Proof. One can prove this by showing that I is cofinal in I ′ and applying Lemma
17.2. But we can also prove it directly as follows. It suffices to show that for any
object T of C we have

limIopp MorC(MF (i), T ) = lim(I′)opp MorC(Mi′ , T )
If (gi′)i′∈Ob(I′) is an element of the right hand side, then setting fi = gF (i) we
obtain an element (fi)i∈Ob(I) of the left hand side. Conversely, let (fi)i∈Ob(I) be
an element of the left hand side. Note that on each (connected) fibre category
Ii′ the functor M ◦ F is constant with value Mi′ . Hence the morphisms fi for
i ∈ Ob(I) with F (i) = i′ are all the same and determine a well defined morphism
gi′ : Mi′ → T . By assumption (2) the collection (gi′)i′∈Ob(I′) defines an element of
the right hand side. □

Lemma 17.6.0A2B Let I and J be a categories and denote p : I × J → J the
projection. If I is connected, then for a diagram M : J → C the colimit colimJ M
exists if and only if colimI×J M ◦ p exists and if so these colimits are equal.

Proof. This is a special case of Lemma 17.5. □

https://stacks.math.columbia.edu/tag/09WP
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18. Finite limits and colimits

04AS A finite (co)limit is a (co)limit whose index category is finite, i.e., the index cate-
gory has finitely many objects and finitely many morphisms. A (co)limit is called
nonempty if the index category is nonempty. A (co)limit is called connected if
the index category is connected, see Definition 16.1. It turns out that there are
“enough” finite index categories.

Lemma 18.1.05XU Let I be a category with
(1) Ob(I) is finite, and
(2) there exist finitely many morphisms f1, . . . , fm ∈ Arrows(I) such that every

morphism of I is a composition fj1 ◦ fj2 ◦ . . . ◦ fjk
.

Then there exists a functor F : J → I such that
(a) J is a finite category, and
(b) for any diagram M : I → C the (co)limit of M over I exists if and only

if the (co)limit of M ◦ F over J exists and in this case the (co)limits are
canonically isomorphic.

Moreover, J is connected (resp. nonempty) if and only if I is so.

Proof. Say Ob(I) = {x1, . . . , xn}. Denote s, t : {1, . . . ,m} → {1, . . . , n} the
functions such that fj : xs(j) → xt(j). We set Ob(J ) = {y1, . . . , yn, z1, . . . , zn}
Besides the identity morphisms we introduce morphisms gj : ys(j) → zt(j), j =
1, . . . ,m and morphisms hi : yi → zi, i = 1, . . . , n. Since all of the nonidentity
morphisms in J go from a y to a z there are no compositions to define and no
associativities to check. Set F (yi) = F (zi) = xi. Set F (gj) = fj and F (hi) = idxi .
It is clear that F is a functor. It is clear that J is finite. It is clear that J is
connected, resp. nonempty if and only if I is so.
Let M : I → C be a diagram. Consider an object W of C and morphisms qi : W →
M(xi) as in Definition 14.1. Then by taking qi : W → M(F (yi)) = M(F (zi)) =
M(xi) we obtain a family of maps as in Definition 14.1 for the diagram M ◦ F .
Conversely, suppose we are given maps qyi : W → M(F (yi)) and qzi : W →
M(F (zi)) as in Definition 14.1 for the diagram M ◦ F . Since

M(F (hi)) = id : M(F (yi)) = M(xi) −→M(xi) = M(F (zi))
we conclude that qyi = qzi for all i. Set qi equal to this common value. The
compatibility of qs(j) = qys(j) and qt(j) = qzt(j) with the morphism M(fj) guar-
antees that the family qi is compatible with all morphisms in I as by assumption
every such morphism is a composition of the morphisms fj . Thus we have found a
canonical bijection

limB∈Ob(J ) MorC(W,M(F (B))) = limA∈Ob(I) MorC(W,M(A))
which implies the statement on limits in the lemma. The statement on colimits is
proved in the same way (proof omitted). □

Lemma 18.2.04AT Let C be a category. The following are equivalent:
(1) Connected finite limits exist in C.
(2) Equalizers and fibre products exist in C.

Proof. Since equalizers and fibre products are finite connected limits we see that
(1) implies (2). For the converse, let I be a finite connected index category. Let

https://stacks.math.columbia.edu/tag/05XU
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F : J → I be the functor of index categories constructed in the proof of Lemma
18.1. Then we see that we may replace I by J . The result is that we may assume
that Ob(I) = {x1, . . . , xn} ⨿ {y1, . . . , ym} with n,m ≥ 1 such that all nonidentity
morphisms in I are morphisms f : xi → yj for some i and j.
Suppose that n > 1. Since I is connected there exist indices i1, i2 and j0 and
morphisms a : xi1 → yj0 and b : xi2 → yj0 . Consider the category

I ′ = {x} ⨿ {x1, . . . , x̂i1 , . . . , x̂i2 , . . . xn} ⨿ {y1, . . . , ym}
with

MorI′(x, yj) = MorI(xi1 , yj)⨿MorI(xi2 , yj)
and all other morphism sets the same as in I. For any functor M : I → C we can
construct a functor M ′ : I ′ → C by setting

M ′(x) = M(xi1)×M(a),M(yj0 ),M(b) M(xi2)
and for a morphism f ′ : x → yj corresponding to, say, f : xi1 → yj we set
M ′(f) = M(f) ◦ pr1. Then the functor M has a limit if and only if the functor M ′

has a limit (proof omitted). Hence by induction we reduce to the case n = 1.
If n = 1, then the limit of any M : I → C is the successive equalizer of pairs of
maps x1 → yj hence exists by assumption. □

Lemma 18.3.04AU Let C be a category. The following are equivalent:
(1) Nonempty finite limits exist in C.
(2) Products of pairs and equalizers exist in C.
(3) Products of pairs and fibre products exist in C.

Proof. Since products of pairs, fibre products, and equalizers are limits with
nonempty index categories we see that (1) implies both (2) and (3). Assume (2).
Then finite nonempty products and equalizers exist. Hence by Lemma 14.11 we see
that finite nonempty limits exist, i.e., (1) holds. Assume (3). If a, b : A → B are
morphisms of C, then the equalizer of a, b is

(A×a,B,b A)×(pr1,pr2),A×A,∆ A.

Thus (3) implies (2), and the lemma is proved. □

Lemma 18.4.002O Let C be a category. The following are equivalent:
(1) Finite limits exist in C.
(2) Finite products and equalizers exist.
(3) The category has a final object and fibre products exist.

Proof. Since finite products, fibre products, equalizers, and final objects are limits
over finite index categories we see that (1) implies both (2) and (3). By Lemma
14.11 above we see that (2) implies (1). Assume (3). Note that the product A×B
is the fibre product over the final object. If a, b : A→ B are morphisms of C, then
the equalizer of a, b is

(A×a,B,b A)×(pr1,pr2),A×A,∆ A.

Thus (3) implies (2) and the lemma is proved. □

Lemma 18.5.04AV Let C be a category. The following are equivalent:
(1) Connected finite colimits exist in C.
(2) Coequalizers and pushouts exist in C.

https://stacks.math.columbia.edu/tag/04AU
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Proof. Omitted. Hint: This is dual to Lemma 18.2. □

Lemma 18.6.04AW Let C be a category. The following are equivalent:
(1) Nonempty finite colimits exist in C.
(2) Coproducts of pairs and coequalizers exist in C.
(3) Coproducts of pairs and pushouts exist in C.

Proof. Omitted. Hint: This is the dual of Lemma 18.3. □

Lemma 18.7.002Q Let C be a category. The following are equivalent:
(1) Finite colimits exist in C.
(2) Finite coproducts and coequalizers exist in C.
(3) The category has an initial object and pushouts exist.

Proof. Omitted. Hint: This is dual to Lemma 18.4. □

19. Filtered colimits

04AX Colimits are easier to compute or describe when they are over a filtered diagram.
Here is the definition.

Definition 19.1.002V We say that a diagram M : I → C is directed, or filtered if the
following conditions hold:

(1) the category I has at least one object,
(2) for every pair of objects x, y of I there exist an object z and morphisms

x→ z, y → z, and
(3) for every pair of objects x, y of I and every pair of morphisms a, b : x→ y

of I there exists a morphism c : y → z of I such that M(c ◦ a) = M(c ◦ b)
as morphisms in C.

We say that an index category I is directed, or filtered if id : I → I is filtered (in
other words you erase the M in part (3) above).

We observe that any diagram with filtered index category is filtered, and this is how
filtered colimits usually come about. In fact, if M : I → C is a filtered diagram,
then we can factor M as I → I ′ → C where I ′ is a filtered index category1 such
that colimI M exists if and only if colimI′ M ′ exists in which case the colimits are
canonically isomorphic.

Suppose that M : I → Sets is a filtered diagram. In this case we may describe the
equivalence relation in the formula

colimI M = (
∐

i∈I
Mi)/ ∼

simply as follows

mi ∼ mi′ ⇔ ∃i′′, ϕ : i→ i′′, ϕ′ : i′ → i′′,M(ϕ)(mi) = M(ϕ′)(mi′).

In other words, two elements are equal in the colimit if and only if they “eventually
become equal”.

1Namely, let I′ have the same objects as I but where MorI′ (x, y) is the quotient of MorI(x, y)
by the equivalence relation which identifies a, b : x → y if M(a) = M(b).

https://stacks.math.columbia.edu/tag/04AW
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Lemma 19.2.002W Let I and J be index categories. Assume that I is filtered and J
is finite. Let M : I × J → Sets, (i, j) 7→Mi,j be a diagram of diagrams of sets. In
this case

colimi limjMi,j = limj colimiMi,j .

In particular, colimits over I commute with finite products, fibre products, and
equalizers of sets.

Proof. Omitted. In fact, it is a fun exercise to prove that a category is filtered if
and only if colimits over the category commute with finite limits (into the category
of sets). □

We give a counter example to the lemma in the case where J is infinite. Namely,
let I consist of N = {1, 2, 3, . . .} with a unique morphism i → i′ whenever i ≤ i′.
Let J be the discrete category N = {1, 2, 3, . . .} (only morphisms are identities).
Let Mi,j = {1, 2, . . . , i} with obvious inclusion maps Mi,j → Mi′,j when i ≤ i′. In
this case colimiMi,j = N and hence

limj colimiMi,j =
∏

j
N = NN

On the other hand limjMi,j =
∏
jMi,j and hence

colimi limjMi,j =
⋃

i
{1, 2, . . . , i}N

which is smaller than the other limit.

Lemma 19.3.0BUC Let I be a category. Let J be a full subcategory. Assume that I is
filtered. Assume also that for any object i of I, there exists a morphism i → j to
some object j of J . Then J is filtered and cofinal in I.

Proof. Omitted. Pleasant exercise of the notions involved. □

It turns out we sometimes need a more finegrained control over the possible con-
ditions one can impose on index categories. Thus we add some lemmas on the
possible things one can require.

Lemma 19.4.09WQ Let I be an index category, i.e., a category. Assume that for every
pair of objects x, y of I there exist an object z and morphisms x → z and y → z.
Then

(1) If M and N are diagrams of sets over I, then colim(Mi×Ni)→ colimMi×
colimNi is surjective,

(2) in general colimits of diagrams of sets over I do not commute with finite
nonempty products.

Proof. Proof of (1). Let (m,n) be an element of colimMi × colimNi. Then we
can find m ∈ Mx and n ∈ Ny for some x, y ∈ Ob(I) such that m maps to m
and n maps to n. See Section 15. Choose a : x → z and b : y → z in I. Then
(M(a)(m), N(b)(n)) is an element of (M × N)z whose image in colim(Mi × Ni)
maps to (m,n) as desired.
Proof of (2). Let G be a non-trivial group and let I be the one-object category
with endomorphism monoid G. Then I trivially satisfies the condition stated in the
lemma. Now let G act on itself by translation and view the G-set G as a set-valued
I-diagram. Then

colimI G× colimI G ∼= G/G×G/G

https://stacks.math.columbia.edu/tag/002W
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is not isomorphic to
colimI(G×G) ∼= (G×G)/G

This example indicates that you cannot just drop the additional condition Lemma
19.2 even if you only care about finite products. □

Lemma 19.5.09WR Let I be an index category, i.e., a category. Assume that for every
pair of objects x, y of I there exist an object z and morphisms x → z and y → z.
Let M : I → Ab be a diagram of abelian groups over I. Then the colimit of M in
the category of sets surjects onto the colimit of M in the category of abelian groups.

Proof. Recall that the colimit in the category of sets is the quotient of the disjoint
union

∐
Mi by relation, see Section 15. Similarly, the colimit in the category of

abelian groups is a quotient of the direct sum
⊕
Mi. The assumption of the lemma

means that given i, j ∈ Ob(I) and m ∈Mi and n ∈Mj , then we can find an object
k and morphisms a : i → k and b : j → k. Thus m + n is represented in the
colimit by the element M(a)(m) + M(b)(n) of Mk. Thus the

∐
Mi surjects onto

the colimit. □

Lemma 19.6.09WS Let I be an index category, i.e., a category. Assume that for every
solid diagram

x

��

// y

��
z // w

in I there exist an object w and dotted arrows making the diagram commute. Then
I is either empty or a nonempty disjoint union of connected categories having the
same property.

Proof. If I is the empty category, then the lemma is true. Otherwise, we define a
relation on objects of I by saying that x ∼ y if there exist a z and morphisms x→ z
and y → z. This is an equivalence relation by the assumption of the lemma. Hence
Ob(I) is a disjoint union of equivalence classes. Let Ij be the full subcategories
corresponding to these equivalence classes. Then I =

∐
Ij with Ij nonempty as

desired. □

Lemma 19.7.09WT Let I be an index category, i.e., a category. Assume that for every
solid diagram

x

��

// y

��
z // w

in I there exist an object w and dotted arrows making the diagram commute. Then
(1) an injective morphism M → N of diagrams of sets over I gives rise to an

injective map colimMi → colimNi of sets,
(2) in general the same is not the case for diagrams of abelian groups and their

colimits.

Proof. If I is the empty category, then the lemma is true. Thus we may assume
I is nonempty. In this case we can write I =

∐
Ij where each Ij is nonempty and

satisfies the same property, see Lemma 19.6. Since colimI M =
∐
j colimIj

M |Ij

this reduces the proof of (1) to the connected case.

https://stacks.math.columbia.edu/tag/09WR
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Assume I is connected and M → N is injective, i.e., all the maps Mi → Ni are
injective. We identify Mi with the image of Mi → Ni, i.e., we will think of Mi as a
subset of Ni. We will use the description of the colimits given in Section 15 without
further mention. Let s, s′ ∈ colimMi map to the same element of colimNi. Say s
comes from an element m of Mi and s′ comes from an element m′ of Mi′ . Then we
can find a sequence i = i0, i1, . . . , in = i′ of objects of I and morphisms

i1

|| ��

i3

��

i2n−1

$$
i = i0 i2 . . . i2n = i′

and elements nij ∈ Nij mapping to each other under the maps Ni2k−1 → Ni2k−2

and Ni2k−1 → Ni2k
induced from the maps in I above with ni0 = m and ni2n = m′.

We will prove by induction on n that this implies s = s′. The base case n = 0 is
trivial. Assume n ≥ 1. Using the assumption on I we find a commutative diagram

i1

�� ��
i0

  

i2

~~
w

We conclude that m and ni2 map to the same element of Nw because both are the
image of the element ni1 . In particular, this element is an element m′′ ∈Mw which
gives rise to the same element as s in colimMi. Then we find the chain

i3

�� ��

i5

��

i2n−1

$$
w i4 . . . i2n = i′

and the elements nij for j ≥ 3 which has a smaller length than the chain we started
with. This proves the induction step and the proof of (1) is complete.

Let G be a group and let I be the one-object category with endomorphism monoid
G. Then I satisfies the condition stated in the lemma because given g1, g2 ∈ G we
can find h1, h2 ∈ G with h1g1 = h2g2. An diagram M over I in Ab is the same
thing as an abelian group M with G-action and colimI M is the coinvariants MG

of M . Take G the group of order 2 acting trivially on M = Z/2Z mapping into
the first summand of N = Z/2Z×Z/2Z where the nontrivial element of G acts by
(x, y) 7→ (x+ y, y). Then MG → NG is zero. □

Lemma 19.8.002X Let I be an index category, i.e., a category. Assume
(1) for every pair of morphisms a : w → x and b : w → y in I there exist an

object z and morphisms c : x→ z and d : y → z such that c ◦ a = d ◦ b, and
(2) for every pair of morphisms a, b : x→ y there exists a morphism c : y → z

such that c ◦ a = c ◦ b.
Then I is a (possibly empty) union of disjoint filtered index categories Ij.

https://stacks.math.columbia.edu/tag/002X
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Proof. If I is the empty category, then the lemma is true. Otherwise, we define
a relation on objects of I by saying that x ∼ y if there exist a z and morphisms
x → z and y → z. This is an equivalence relation by the first assumption of the
lemma. Hence Ob(I) is a disjoint union of equivalence classes. Let Ij be the full
subcategories corresponding to these equivalence classes. The rest is clear from the
definitions. □

Lemma 19.9.002Y Let I be an index category satisfying the hypotheses of Lemma 19.8
above. Then colimits over I commute with fibre products and equalizers in sets (and
more generally with finite connected limits).

Proof. By Lemma 19.8 we may write I =
∐
Ij with each Ij filtered. By Lemma

19.2 we see that colimits of Ij commute with equalizers and fibre products. Thus
it suffices to show that equalizers and fibre products commute with coproducts in
the category of sets (including empty coproducts). In other words, given a set J
and sets Aj , Bj , Cj and set maps Aj → Bj , Cj → Bj for j ∈ J we have to show
that

(
∐

j∈J
Aj)×(

∐
j∈J

Bj) (
∐

j∈J
Cj) =

∐
j∈J

Aj ×Bj Cj

and given aj , a
′
j : Aj → Bj that

Equalizer(
∐

j∈J
aj ,

∐
j∈J

a′
j) =

∐
j∈J

Equalizer(aj , a′
j)

This is true even if J = ∅. Details omitted. □

20. Cofiltered limits

04AY Limits are easier to compute or describe when they are over a cofiltered diagram.
Here is the definition.

Definition 20.1.04AZ We say that a diagram M : I → C is codirected or cofiltered if
the following conditions hold:

(1) the category I has at least one object,
(2) for every pair of objects x, y of I there exist an object z and morphisms

z → x, z → y, and
(3) for every pair of objects x, y of I and every pair of morphisms a, b : x→ y

of I there exists a morphism c : w → x of I such that M(a ◦ c) = M(b ◦ c)
as morphisms in C.

We say that an index category I is codirected, or cofiltered if id : I → I is cofiltered
(in other words you erase the M in part (3) above).

We observe that any diagram with cofiltered index category is cofiltered, and this
is how this situation usually occurs.

As an example of why cofiltered limits of sets are “easier” than general ones, we
mention the fact that a cofiltered diagram of finite nonempty sets has nonempty
limit (Lemma 21.7). This result does not hold for a general limit of finite nonempty
sets.
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21. Limits and colimits over preordered sets

002Z A special case of diagrams is given by systems over preordered sets.

Definition 21.1.00D3 Let I be a set and let ≤ be a binary relation on I.
(1) We say ≤ is a preorder if it is transitive (if i ≤ j and j ≤ k then i ≤ k) and

reflexive (i ≤ i for all i ∈ I).
(2) A preordered set is a set endowed with a preorder.
(3) A directed set is a preordered set (I,≤) such that I is not empty and such

that ∀i, j ∈ I, there exists k ∈ I with i ≤ k, j ≤ k.
(4) We say ≤ is a partial order if it is a preorder which is antisymmetric (if

i ≤ j and j ≤ i, then i = j).
(5) A partially ordered set is a set endowed with a partial order.
(6) A directed partially ordered set is a directed set whose ordering is a partial

order.

It is customary to drop the ≤ from the notation when talking about preordered
sets, that is, one speaks of the preordered set I rather than of the preordered set
(I,≤). Given a preordered set I the symbol ≥ is defined by the rule i ≥ j ⇔ j ≤ i
for all i, j ∈ I. The phrase “partially ordered set” is sometimes abbreviated to
“poset”.
Given a preordered set I we can construct a category: the objects are the elements
of I, there is exactly one morphism i→ i′ if i ≤ i′, and otherwise none. Conversely,
given a category C with at most one arrow between any two objects, the set Ob(C)
is endowed with a preorder defined by the rule x ≤ y ⇔ MorC(x, y) ̸= ∅.

Definition 21.2.0030 Let (I,≤) be a preordered set. Let C be a category.
(1) A system over I in C, sometimes called a inductive system over I in C is

given by objects Mi of C and for every i ≤ i′ a morphism fii′ : Mi → Mi′

such that fii = id and such that fii′′ = fi′i′′ ◦ fii′ whenever i ≤ i′ ≤ i′′.
(2) An inverse system over I in C, sometimes called a projective system over I

in C is given by objects Mi of C and for every i′ ≤ i a morphism fii′ : Mi →
Mi′ such that fii = id and such that fii′′ = fi′i′′ ◦ fii′ whenever i′′ ≤ i′ ≤ i.
(Note reversal of inequalities.)

We will say (Mi, fii′) is a (inverse) system over I to denote this. The maps fii′ are
sometimes called the transition maps.

In other words a system over I is just a diagram M : I → C where I is the category
we associated to I above: objects are elements of I and there is a unique arrow
i → i′ in I if and only if i ≤ i′. An inverse system is a diagram M : Iopp → C.
From this point of view we could take (co)limits of any (inverse) system over I.
However, it is customary to take only colimits of systems over I and only limits of
inverse systems over I. More precisely: Given a system (Mi, fii′) over I the colimit
of the system (Mi, fii′) is defined as

colimi∈IMi = colimI M,

i.e., as the colimit of the corresponding diagram. Given a inverse system (Mi, fii′)
over I the limit of the inverse system (Mi, fii′) is defined as

limi∈IMi = limIopp M,

i.e., as the limit of the corresponding diagram.
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Remark 21.3.0CN1 Let I be a preordered set. From I we can construct a canonical
partially ordered set I and an order preserving map π : I → I. Namely, we can
define an equivalence relation ∼ on I by the rule

i ∼ j ⇔ (i ≤ j and j ≤ i).
We set I = I/ ∼ and we let π : I → I be the quotient map. Finally, I comes with
a unique partial ordering such that π(i) ≤ π(j) ⇔ i ≤ j. Observe that if I is a
directed set, then I is a directed partially ordered set. Given an (inverse) system
N over I we obtain an (inverse) system M over I by setting Mi = Nπ(i). This
construction defines a functor between the category of inverse systems over I and
I. In fact, this is an equivalence. The reason is that if i ∼ j, then for any system
M over I the maps Mi → Mj and Mj → Mi are mutually inverse isomorphisms.
More precisely, choosing a section s : I → I of π a quasi-inverse of the functor
above sends M to N with Ni = Ms(i). Finally, this correspondence is compatible
with colimits of systems: if M and N are related as above and if either colimI N or
colimIM exists then so does the other and colimI N = colimIM . Similar results
hold for inverse systems and limits of inverse systems.

The upshot of Remark 21.3 is that while computing a colimit of a system or a limit
of an inverse system, we may always assume the preorder is a partial order.

Definition 21.4.0031 Let I be a preordered set. We say a system (resp. inverse system)
(Mi, fii′) is a directed system (resp. directed inverse system) if I is a directed set
(Definition 21.1): I is nonempty and for all i1, i2 ∈ I there exists i ∈ I such that
i1 ≤ i and i2 ≤ i.

In this case the colimit is sometimes (unfortunately) called the “direct limit”. We
will not use this last terminology. It turns out that diagrams over a filtered category
are no more general than directed systems in the following sense.

Lemma 21.5.0032 Let I be a filtered index category. There exist a directed set I and
a system (xi, φii′) over I in I with the following properties:

(1) For every category C and every diagram M : I → C with values in C, denote
(M(xi),M(φii′)) the corresponding system over I. If colimi∈IM(xi) exists
then so does colimI M and the transformation

θ : colimi∈IM(xi) −→ colimI M

of Lemma 14.8 is an isomorphism.
(2) For every category C and every diagram M : Iopp → C in C, denote

(M(xi),M(φii′)) the corresponding inverse system over I. If limi∈IM(xi)
exists then so does limIopp M and the transformation

θ : limIopp M −→ limi∈IM(xi)
of Lemma 14.9 is an isomorphism.

Proof. As explained in the text following Definition 21.2, we may view preordered
sets as categories and systems as functors. Throughout the proof, we will freely
shift between these two points of view. We prove the first statement by constructing
a category I0, corresponding to a directed set2, and a cofinal functor M0 : I0 → I.
Then, by Lemma 17.2, the colimit of a diagram M : I → C coincides with the

2In fact, our construction will produce a directed partially ordered set.
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colimit of the diagram M ◦M0 : I0 → C, from which the statement follows. The
second statement is dual to the first and may be proved by interpreting a limit in
C as a colimit in Copp. We omit the details.

A category F is called finitely generated if there exists a finite set F of arrows
in F , such that each arrow in F may be obtained by composing arrows from F .
In particular, this implies that F has finitely many objects. We start the proof
by reducing to the case when I has the property that every finitely generated
subcategory of I may be extended to a finitely generated subcategory with a unique
final object.

Let ω denote the directed set of finite ordinals, which we view as a filtered category.
It is easy to verify that the product category I×ω is also filtered, and the projection
Π : I × ω → I is cofinal.

Now let F be any finitely generated subcategory of I ×ω. By using the axioms of a
filtered category and a simple induction argument on a finite set of generators of F ,
we may construct a cocone ({fi}, i∞) in I ×ω for the diagram F → I×ω. That is,
a morphism fi : i→ i∞ for every object i in F such that for each arrow f : i→ i′

in F we have fi = fi′ ◦f . We can also choose i∞ such that there are no arrows from
i∞ to an object in F . This is possible since we may always post-compose the arrows
fi with an arrow which is the identity on the I-component and strictly increasing
on the ω-component. Now let F+ denote the category consisting of all objects and
arrows in F together with the object i∞, the identity arrow idi∞ and the arrows
fi. Since there are no arrows from i∞ in F+ to any object of F , the arrow set in
F+ is closed under composition, so F+ is indeed a category. By construction, it is
a finitely generated subcategory of I which has i∞ as unique final object. Since,
by Lemma 17.2, the colimit of any diagram M : I → C coincides with the colimit
of M ◦Π , this gives the desired reduction.

The set of all finitely generated subcategories of I with a unique final object is
naturally ordered by inclusion. We take I0 to be the category corresponding to
this set. We also have a functor M0 : I0 → I, which takes an arrow F ⊂ F ′ in
I0 to the unique map from the final object of F to the final object of F ′. Given
any two finitely generated subcategories of I, the category generated by these two
categories is also finitely generated. By our assumption on I, it is also contained
in a finitely generated subcategory of I with a unique final object. This shows that
I0 is directed.

Finally, we verify that M0 is cofinal. Since any object of I is the final object in the
subcategory consisting of only that object and its identity arrow, the functor M0
is surjective on objects. In particular, Condition (1) of Definition 17.1 is satisfied.
Given an object i of I, objects F1,F2 in I0 and maps φ1 : i → M0(F1) and
φ2 : i → M0(F2) in I, we can take F12 to be a finitely generated category with
a unique final object containing F1, F2 and the morphisms φ1, φ2. The resulting
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diagram commutes

M0(F12)

M0(F1)

99

M0(F2)

ee

i

ff 88

since it lives in the category F12 and M0(F12) is final in this category. Hence also
Condition (2) is satisfied, which concludes the proof. □

Remark 21.6.09P8 Note that a finite directed set (I,≥) always has a greatest object
i∞. Hence any colimit of a system (Mi, fii′) over such a set is trivial in the sense
that the colimit equals Mi∞ . In contrast, a colimit indexed by a finite filtered
category need not be trivial. For instance, let I be the category with a single
object i and a single non-trivial morphism e satisfying e = e ◦ e. The colimit of a
diagram M : I → Sets is the image of the idempotent M(e). This illustrates that
something like the trick of passing to I ×ω in the proof of Lemma 21.5 is essential.

Lemma 21.7.086J If S : I → Sets is a cofiltered diagram of sets and all the Si are
finite nonempty, then limi Si is nonempty. In other words, the limit of a directed
inverse system of finite nonempty sets is nonempty.

Proof. The two statements are equivalent by Lemma 21.5. Let I be a directed set
and let (Si)i∈I be an inverse system of finite nonempty sets over I. Let us say that
a subsystem T is a family T = (Ti)i∈I of nonempty subsets Ti ⊂ Si such that Ti′
is mapped into Ti by the transition map Si′ → Si for all i′ ≥ i. Denote T the set
of subsystems. We order T by inclusion. Suppose Tα, α ∈ A is a totally ordered
family of elements of T . Say Tα = (Tα,i)i∈I . Then we can find a lower bound
T = (Ti)i∈I by setting Ti =

⋂
α∈A Tα,i which is manifestly a finite nonempty subset

of Si as all the Tα,i are nonempty and as the Tα form a totally ordered family. Thus
we may apply Zorn’s lemma to see that T has minimal elements.
Let’s analyze what a minimal element T ∈ T looks like. First observe that the
maps Ti′ → Ti are all surjective. Namely, as I is a directed set and Ti is finite, the
intersection T ′

i =
⋂
i′≥i Im(Ti′ → Ti) is nonempty. Thus T ′ = (T ′

i ) is a subsystem
contained in T and by minimality T ′ = T . Finally, we claim that Ti is a singleton
for each i. Namely, if x ∈ Ti, then we can define T ′

i′ = (Ti′ → Ti)−1({x}) for
i′ ≥ i and T ′

j = Tj if j ̸≥ i. This is another subsystem as we’ve seen above that
the transition maps of the subsystem T are surjective. By minimality we see that
T = T ′ which indeed implies that Ti is a singleton. This holds for every i ∈ I,
hence we see that Ti = {xi} for some xi ∈ Si with xi′ 7→ xi under the map Si′ → Si
for every i′ ≥ i. In other words, (xi) ∈ limSi and the lemma is proved. □

22. Essentially constant systems

05PT Let M : I → C be a diagram in a category C. Assume the index category I is
filtered. In this case there are three successively stronger notions which pick out
an object X of C. The first is just

X = colimi∈I Mi.

https://stacks.math.columbia.edu/tag/09P8
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Then X comes equipped with the coprojections Mi → X. A stronger condition
would be to require that X is the colimit and that there exist an i ∈ I and a
morphism X → Mi such that the composition X → Mi → X is idX . An even
stronger condition is the following.
Definition 22.1.05PU Let M : I → C be a diagram in a category C.

(1) Assume the index category I is filtered and let (X, {Mi → X}i) be a cocone
for M , see Remark 14.5. We say M is essentially constant with value X if
there exist an i ∈ I and a morphism X →Mi such that
(a) X →Mi → X is idX , and
(b) for all j there exist k and morphisms i → k and j → k such that the

morphism Mj →Mk equals the composition Mj → X →Mi →Mk.
(2) Assume the index category I is cofiltered and let (X, {X → Mi}i) be a

cone for M , see Remark 14.5. We say M is essentially constant with value
X if there exist an i ∈ I and a morphism Mi → X such that
(a) X →Mi → X is idX , and
(b) for all j there exist k and morphisms k → i and k → j such that the

morphism Mk →Mj equals the composition Mk →Mi → X →Mj .
Please keep in mind Lemma 22.3 when using this definition.
Which of the two versions is meant will be clear from context. If there is any
confusion we will distinguish between these by saying that the first version means
M is essentially constant as an ind-object, and in the second case we will say it
is essentially constant as a pro-object. This terminology is further explained in
Remarks 22.4 and 22.5. In fact we will often use the terminology “essentially
constant system” which formally speaking is only defined for systems over directed
sets.
Definition 22.2.05PV Let C be a category. A directed system (Mi, fii′) is an essentially
constant system if M viewed as a functor I → C defines an essentially constant
diagram. A directed inverse system (Mi, fii′) is an essentially constant inverse
system if M viewed as a functor Iopp → C defines an essentially constant inverse
diagram.
If (Mi, fii′) is an essentially constant system and the morphisms fii′ are monomor-
phisms, then for all i ≤ i′ sufficiently large the morphisms fii′ are isomorphisms.
On the other hand, consider the system

Z2 → Z2 → Z2 → . . .

with maps given by (a, b) 7→ (a + b, 0). This system is essentially constant with
value Z but every transition map has a kernel.
Here is an example of a system which is not essentially constant. Let M =

⊕
n≥0 Z

and to let S : M → M be the shift operator (a0, a1, . . .) 7→ (a1, a2, . . .). In this
case the system M →M →M → . . . with transition maps S has colimit 0 and the
composition 0→M → 0 is the identity, but the system is not essentially constant.
The following lemma is a sanity check.
Lemma 22.3.0G2V Let M : I → C be a diagram. If I is filtered and M is essentially
constant as an ind-object, then X = colimMi exists and M is essentially constant
with value X. If I is cofiltered and M is essentially constant as a pro-object, then
X = limMi exists and M is essentially constant with value X.

https://stacks.math.columbia.edu/tag/05PU
https://stacks.math.columbia.edu/tag/05PV
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Proof. Omitted. This is a good excercise in the definitions. □

Remark 22.4.05PW Let C be a category. There exists a big category Ind-C of ind-
objects of C. Namely, if F : I → C and G : J → C are filtered diagrams in C, then
we can define

MorInd-C(F,G) = limi colimj MorC(F (i), G(j)).
There is a canonical functor C → Ind-C which maps X to the constant system on
X. This is a fully faithful embedding. In this language one sees that a diagram F
is essentially constant if and only if F is isomorphic to a constant system. If we
ever need this material, then we will formulate this into a lemma and prove it here.

Remark 22.5.05PX Let C be a category. There exists a big category Pro-C of pro-
objects of C. Namely, if F : I → C and G : J → C are cofiltered diagrams in C,
then we can define

MorPro-C(F,G) = limj colimi MorC(F (i), G(j)).
There is a canonical functor C → Pro-C which maps X to the constant system on
X. This is a fully faithful embedding. In this language one sees that a diagram F
is essentially constant if and only if F is isomorphic to a constant system. If we
ever need this material, then we will formulate this into a lemma and prove it here.

Example 22.6.0G2W Let C be a category. Let (Xn) and (Yn) be inverse systems in C
over N with the usual ordering. Picture:

. . .→ X3 → X2 → X1 and . . .→ Y3 → Y2 → Y1

Let a : (Xn) → (Yn) be a morphism of pro-objects of C. What does a amount to?
Well, for each n ∈ N there should exist an m(n) and a morphism an : Xm(n) → Yn.
These morphisms ought to agree in the following sense: for all n′ ≥ n there exists
an m(n′, n) ≥ m(n′),m(n) such that the diagram

Xm(n,n′) //

��

Xm(n)

an

��
Xm(n′)

an′ // Yn′ // Yn

commutes. After replacing m(n) by maxk,l≤n{m(n, k),m(k, l)} we see that we
obtain . . . ≥ m(3) ≥ m(2) ≥ m(1) and a commutative diagram

. . . // Xm(3)

a3

��

// Xm(2)

a2

��

// Xm(1)

a1

��
. . . // Y3 // Y2 // Y1

Given an increasing map m′ : N → N with m′ ≥ m and setting a′
i : Xm′(i) →

Xm(i) → Yi the pair (m′, a′) defines the same morphism of pro-systems. Conversely,
given two pairs (m1, a1) and (m1, a2) as above then these define the same morphism
of pro-objects if and only if we can find m′ ≥ m1,m2 such that a′

1 = a′
2.

Remark 22.7.0G2X Let C be a category. Let F : I → C and G : J → C be cofiltered
diagrams in C. Consider the functors A,B : C → Sets defined by

A(X) = colimi MorC(F (i), X) and B(X) = colimj MorC(G(j), X)

https://stacks.math.columbia.edu/tag/05PW
https://stacks.math.columbia.edu/tag/05PX
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We claim that a morphism of pro-systems from F to G is the same thing as a
transformation of functors t : B → A. Namely, given t we can apply t to the
class of idG(j) in B(G(j)) to get a compatible system of elements ξj ∈ A(G(j)) =
colimi MorC(F (i), G(j)) which is exactly our definition of a morphism in Pro-C
in Remark 22.5. We omit the construction of a transformation B → A given a
morphism of pro-objects from F to G.

Lemma 22.8.05SH Let C be a category. Let M : I → C be a diagram with filtered
(resp. cofiltered) index category I. Let F : C → D be a functor. If M is essentially
constant as an ind-object (resp. pro-object), then so is F ◦M : I → D.

Proof. If X is a value for M , then it follows immediately from the definition that
F (X) is a value for F ◦M . □

Lemma 22.9.05PY Let C be a category. Let M : I → C be a diagram with filtered
index category I. The following are equivalent

(1) M is an essentially constant ind-object, and
(2) X = colimiMi exists and for any W in C the map

colimi MorC(W,Mi) −→ MorC(W,X)
is bijective.

Proof. Assume (2) holds. Then idX ∈ MorC(X,X) comes from a morphism X →
Mi for some i, i.e., X →Mi → X is the identity. Then both maps

MorC(W,X) −→ colimi MorC(W,Mi) −→ MorC(W,X)
are bijective for all W where the first one is induced by the morphism X →Mi we
found above, and the composition is the identity. This means that the composition

colimi MorC(W,Mi) −→ MorC(W,X) −→ colimi MorC(W,Mi)
is the identity too. Setting W = Mj and starting with idMj in the colimit, we see
that Mj → X → Mi → Mk is equal to Mj → Mk for some k large enough. This
proves (1) holds. The proof of (1) ⇒ (2) is omitted. □

Lemma 22.10.05PZ Let C be a category. Let M : I → C be a diagram with cofiltered
index category I. The following are equivalent

(1) M is an essentially constant pro-object, and
(2) X = limiMi exists and for any W in C the map

colimi∈Iopp MorC(Mi,W ) −→ MorC(X,W )
is bijective.

Proof. Assume (2) holds. Then idX ∈ MorC(X,X) comes from a morphism Mi →
X for some i, i.e., X →Mi → X is the identity. Then both maps

MorC(X,W ) −→ colimi MorC(Mi,W ) −→ MorC(X,W )
are bijective for all W where the first one is induced by the morphism Mi → X we
found above, and the composition is the identity. This means that the composition

colimi MorC(Mi,W ) −→ MorC(X,W ) −→ colimi MorC(Mi,W )
is the identity too. Setting W = Mj and starting with idMj in the colimit, we see
that Mk → Mi → X → Mj is equal to Mk → Mj for some k large enough. This
proves (1) holds. The proof of (1) ⇒ (2) is omitted. □

https://stacks.math.columbia.edu/tag/05SH
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Lemma 22.11.0A1S Let C be a category. Let H : I → J be a functor of filtered index
categories. If H is cofinal, then any diagram M : J → C is essentially constant if
and only if M ◦H is essentially constant.

Proof. This follows formally from Lemmas 22.9 and 17.2. □

Lemma 22.12.0A2C Let I and J be filtered categories and denote p : I × J → J the
projection. Then I ×J is filtered and a diagram M : J → C is essentially constant
if and only if M ◦ p : I × J → C is essentially constant.

Proof. We omit the verification that I × J is filtered. The equivalence follows
from Lemma 22.11 because p is cofinal (verification omitted). □

Lemma 22.13.0A1T Let C be a category. Let H : I → J be a functor of cofiltered index
categories. If H is initial, then any diagram M : J → C is essentially constant if
and only if M ◦H is essentially constant.

Proof. This follows formally from Lemmas 22.10, 17.4, 17.2, and the fact that if
I is initial in J , then Iopp is cofinal in J opp. □

23. Exact functors

0033 In this section we define exact functors.

Definition 23.1.0034 Let F : A → B be a functor.
(1) Suppose all finite limits exist in A. We say F is left exact if it commutes

with all finite limits.
(2) Suppose all finite colimits exist in A. We say F is right exact if it commutes

with all finite colimits.
(3) We say F is exact if it is both left and right exact.

Lemma 23.2.0035 Let F : A → B be a functor. Suppose all finite limits exist in A,
see Lemma 18.4. The following are equivalent:

(1) F is left exact,
(2) F commutes with finite products and equalizers, and
(3) F transforms a final object of A into a final object of B, and commutes with

fibre products.

Proof. Lemma 14.11 shows that (2) implies (1). Suppose (3) holds. The fibre
product over the final object is the product. If a, b : A → B are morphisms of A,
then the equalizer of a, b is

(A×a,B,b A)×(pr1,pr2),A×A,∆ A.

Thus (3) implies (2). Finally (1) implies (3) because the empty limit is a final
object, and fibre products are limits. □

Lemma 23.3.0GMN Let F : A → B be a functor. Suppose all finite colimits exist in A,
see Lemma 18.7. The following are equivalent:

(1) F is right exact,
(2) F commutes with finite coproducts and coequalizers, and
(3) F transforms an initial object of A into an initial object of B, and commutes

with pushouts.

Proof. Dual to Lemma 23.2. □
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24. Adjoint functors

0036
Definition 24.1.0037 Let C, D be categories. Let u : C → D and v : D → C be
functors. We say that u is a left adjoint of v, or that v is a right adjoint to u if
there are bijections

MorD(u(X), Y ) −→ MorC(X, v(Y ))
functorial in X ∈ Ob(C), and Y ∈ Ob(D).

In other words, this means that there is a given isomorphism of functors Copp×D →
Sets from MorD(u(−),−) to MorC(−, v(−)). For any object X of C we obtain a
morphism X → v(u(X)) corresponding to idu(X). Similarly, for any object Y of
D we obtain a morphism u(v(Y )) → Y corresponding to idv(Y ). These maps are
called the adjunction maps. The adjunction maps are functorial in X and Y , hence
we obtain morphisms of functors

η : idC → v ◦ u (unit) and ϵ : u ◦ v → idD (counit).
Moreover, if α : u(X) → Y and β : X → v(Y ) are morphisms, then the following
are equivalent

(1) α and β correspond to each other via the bijection of the definition,
(2) β is the composition X → v(u(X)) v(α)−−−→ v(Y ), and
(3) α is the composition u(X) u(β)−−−→ u(v(Y ))→ Y .

In this way one can reformulate the notion of adjoint functors in terms of adjunction
maps.

Lemma 24.2.0A8B Let u : C → D be a functor between categories. If for each y ∈
Ob(D) the functor x 7→ MorD(u(x), y) is representable, then u has a right adjoint.

Proof. For each y choose an object v(y) and an isomorphism MorC(−, v(y)) →
MorD(u(−), y) of functors. By Yoneda’s lemma (Lemma 3.5) for any morphism
g : y → y′ the transformation of functors

MorC(−, v(y))→ MorD(u(−), y)→ MorD(u(−), y′)→ MorC(−, v(y′))
corresponds to a unique morphism v(g) : v(y) → v(y′). We omit the verification
that v is a functor and that it is right adjoint to u. □

Lemma 24.3.0FWV Bhargav Bhatt,
private
communication.

Let u be a left adjoint to v as in Definition 24.1.
(1) If v ◦ u is fully faithful, then u is fully faithful.
(2) If u ◦ v is fully faithful, then v is fully faithful.

Proof. Proof of (2). Assume u ◦ v is fully faithful. Say we have X, Y in D. Then
the natural composite map

Mor(X,Y )→ Mor(v(X), v(Y ))→ Mor(u(v(X)), u(v(Y )))
is a bijection, so v is at least faithful. To show full faithfulness, we must show that
the second map above is injective. But the adjunction between u and v says that

Mor(v(X), v(Y ))→ Mor(u(v(X)), u(v(Y )))→ Mor(u(v(X)), Y )
is a bijection, where the first map is natural one and the second map comes from
the counit u(v(Y )) → Y of the adjunction. So this says that Mor(v(X), v(Y )) →

https://stacks.math.columbia.edu/tag/0037
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Mor(u(v(X)), u(v(Y ))) is also injective, as wanted. The proof of (1) is dual to
this. □

Lemma 24.4.07RB Let u be a left adjoint to v as in Definition 24.1. Then
(1) u is fully faithful ⇔ id ∼= v ◦ u ⇔ η : id→ v ◦ u is an isomorphism,
(2) v is fully faithful ⇔ u ◦ v ∼= id ⇔ ϵ : u ◦ v → id is an isomorphism.

Proof. Proof of (1). Assume u is fully faithful. We will show ηX : X → v(u(X))
is an isomorphism. Let X ′ → v(u(X)) be any morphism. By adjointness this cor-
responds to a morphism u(X ′)→ u(X). By fully faithfulness of u this corresponds
to a unique morphism X ′ → X. Thus we see that post-composing by ηX defines a
bijection Mor(X ′, X) → Mor(X ′, v(u(X))). Hence ηX is an isomorphism. If there
exists an isomorphism id ∼= v ◦ u of functors, then v ◦ u is fully faithful. By Lemma
24.3 we see that u is fully faithful. By the above this implies η is an isomorphism.
Thus all 3 conditions are equivalent (and these conditions are also equivalent to
v ◦ u being fully faithful).

Part (2) is dual to part (1). □

Lemma 24.5.0038 Let u be a left adjoint to v as in Definition 24.1.
(1) Suppose that M : I → C is a diagram, and suppose that colimI M exists in
C. Then u(colimI M) = colimI u ◦M . In other words, u commutes with
(representable) colimits.

(2) Suppose that M : I → D is a diagram, and suppose that limI M exists
in D. Then v(limI M) = limI v ◦ M . In other words v commutes with
representable limits.

Proof. A morphism from a colimit into an object is the same as a compatible
system of morphisms from the constituents of the limit into the object, see Remark
14.4. So

MorD(u(colimi∈I Mi), Y ) = MorC(colimi∈I Mi, v(Y ))
= limi∈Iopp MorC(Mi, v(Y ))
= limi∈Iopp MorD(u(Mi), Y )

proves that u(colimi∈I Mi) is the colimit we are looking for. A similar argument
works for the other statement. □

Lemma 24.6.0039 Let u be a left adjoint of v as in Definition 24.1.
(1) If C has finite colimits, then u is right exact.
(2) If D has finite limits, then v is left exact.

Proof. Obvious from the definitions and Lemma 24.5. □

Lemma 24.7.0GLL Let u : C → D be a left adjoint to the functor v : D → C. Let
ηX : X → v(u(X)) be the unit and ϵY : u(v(Y ))→ Y be the counit. Then

u(X) u(ηX )−−−−→ u(v(u(X))
ϵu(X)−−−→ u(X) and v(Y )

ηv(Y )−−−→ v(u(v(Y ))) v(ϵY )−−−→ v(Y )

are the identity morphisms.

Proof. Omitted. □
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Lemma 24.8.0B65 Let u1, u2 : C → D be functors with right adjoints v1, v2 : D →
C. Let β : u2 → u1 be a transformation of functors. Let β∨ : v1 → v2 be the
corresponding transformation of adjoint functors. Then

u2 ◦ v1
β
//

β∨

��

u1 ◦ v1

��
u2 ◦ v2 // id

is commutative where the unlabeled arrows are the counit transformations.

Proof. This is true because β∨
D : v1D → v2D is the unique morphism such

that the induced maps Mor(C, v1D) → Mor(C, v2D) is the map Mor(u1C,D) →
Mor(u2C,D) induced by βC : u2C → u1C. Namely, this means the map

Mor(u1v1D,D
′)→ Mor(u2v1D,D

′)

induced by βv1D is the same as the map

Mor(v1D, v1D
′)→ Mor(v1D, v2D

′)

induced by β∨
D′ . Taking D′ = D we find that the counit u1v1D → D precomposed

by βv1D corresponds to β∨
D under adjunction. This exactly means that the diagram

commutes when evaluated on D. □

Lemma 24.9.0DV0 Let A, B, and C be categories. Let v : A → B and v′ : B → C be
functors with left adjoints u and u′ respectively. Then

(1) The functor v′′ = v′ ◦ v has a left adjoint equal to u′′ = u ◦ u′.
(2) Given X in A we have

(24.9.1)0DV1 ϵvX ◦ u(ϵv
′

v(X)) = ϵv
′′

X : u′′(v′′(X))→ X

Where ϵ is the counit of the adjunctions.

Proof. Let us unwind the formula in (2) because this will also immediately prove
(1). First, the counit of the adjunctions for the pairs (u, v) and (u′, v′) are maps
ϵvX : u(v(X)) → X and ϵv

′

Y : u′(v′(Y )) → Y , see discussion following Definition
24.1. With u′′ and v′′ as in (1) we unwind everything

u′′(v′′(X)) = u(u′(v′(v(X))))
u(ϵv′

v(X))
−−−−−→ u(v(X)) ϵv

X−−→ X

to get the map on the left hand side of (24.9.1). Let us denote this by ϵv′′

X for now.
To see that this is the counit of an adjoint pair (u′′, v′′) we have to show that given Z
in C the rule that sends a morphism β : Z → v′′(X) to α = ϵv

′′

X ◦u′′(β) : u′′(Z)→ X
is a bijection on sets of morphisms. This is true because, this is the composition
of the rule sending β to ϵv′

v(X) ◦ u
′(β) which is a bijection by assumption on (u′, v′)

and then sending this to ϵvX ◦ u(ϵv′

v(X) ◦ u
′(β)) which is a bijection by assumption

on (u, v). □

25. A criterion for representability

0AHM The following lemma is often useful to prove the existence of universal objects in
big categories, please see the discussion in Remark 25.2.

https://stacks.math.columbia.edu/tag/0B65
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Lemma 25.1.0AHN Let C be a big3 category which has limits. Let F : C → Sets be a
functor. Assume that

(1) F commutes with limits,
(2) there exist a family {xi}i∈I of objects of C and for each i ∈ I an element

fi ∈ F (xi) such that for y ∈ Ob(C) and g ∈ F (y) there exist an i and a
morphism φ : xi → y with F (φ)(fi) = g.

Then F is representable, i.e., there exists an object x of C such that
F (y) = MorC(x, y)

functorially in y.
Proof. Let I be the category whose objects are the pairs (xi, fi) and whose mor-
phisms (xi, fi) → (xi′ , fi′) are maps φ : xi → xi′ in C such that F (φ)(fi) = fi′ .
Set

x = lim(xi,fi)∈I xi

(this will not be the x we are looking for, see below). The limit exists by assumption.
As F commutes with limits we have

F (x) = lim(xi,fi)∈I F (xi).
Hence there is a universal element f ∈ F (x) which maps to fi ∈ F (xi) under F
applied to the projection map x → xi. Using f we obtain a transformation of
functors

ξ : MorC(x,−) −→ F (−)
see Section 3. Let y be an arbitrary object of C and let g ∈ F (y). Choose xi → y
such that fi maps to g which is possible by assumption. Then F applied to the
maps

x −→ xi −→ y

(the first being the projection map of the limit defining x) sends f to g. Hence the
transformation ξ is surjective.
In order to find the object representing F we let e : x′ → x be the equalizer of all
self maps φ : x→ x with F (φ)(f) = f . Since F commutes with limits, it commutes
with equalizers, and we see there exists an f ′ ∈ F (x′) mapping to f in F (x). Since
ξ is surjective and since f ′ maps to f we see that also ξ′ : MorC(x′,−) → F (−) is
surjective. Finally, suppose that a, b : x′ → y are two maps such that F (a)(f ′) =
F (b)(f ′). We have to show a = b. Consider the equalizer e′ : x′′ → x′. Again we
find f ′′ ∈ F (x′′) mapping to f ′. Choose a map ψ : x→ x′′ such that F (ψ)(f) = f ′′.
Then we see that e ◦ e′ ◦ ψ : x→ x is a morphism with F (e ◦ e′ ◦ ψ)(f) = f . Hence
e◦e′ ◦ψ ◦e = e. Since e is a monomorphism, this implies that e′ is an epimorphism,
thus a = b as desired. □

Remark 25.2.0AHP The lemma above is often used to construct the free something
on something. For example the free abelian group on a set, the free group on a set,
etc. The idea, say in the case of the free group on a set E is to consider the functor

F : Groups→ Sets, G 7−→ Map(E,G)
This functor commutes with limits. As our family of objects we can take a family
E → Gi consisting of groups Gi of cardinality at most max(ℵ0, |E|) and set maps
E → Gi such that every isomorphism class of such a structure occurs at least once.

3See Remark 2.2.

https://stacks.math.columbia.edu/tag/0AHN
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Namely, if E → G is a map from E to a group G, then the subgroup G′ generated
by the image has cardinality at most max(ℵ0, |E|). The lemma tells us the functor
is representable, hence there exists a group FE such that MorGroups(FE , G) =
Map(E,G). In particular, the identity morphism of FE corresponds to a map
E → FE and one can show that FE is generated by the image without imposing
any relations.

Another typical application is that we can use the lemma to construct colimits
once it is known that limits exist. We illustrate it using the category of topological
spaces which has limits by Topology, Lemma 14.1. Namely, suppose that I → Top,
i 7→ Xi is a functor. Then we can consider

F : Top −→ Sets, Y 7−→ limI MorTop(Xi, Y )

This functor commutes with limits. Moreover, given any topological space Y and
an element (φi : Xi → Y ) of F (Y ), there is a subspace Y ′ ⊂ Y of cardinality at
most |

∐
Xi| such that the morphisms φi map into Y ′. Namely, we can take the

induced topology on the union of the images of the φi. Thus it is clear that the
hypotheses of the lemma are satisfied and we find a topological space X representing
the functor F , which precisely means that X is the colimit of the diagram i 7→ Xi.

Theorem 25.3 (Adjoint functor theorem).0AHQ Let G : C → D be a functor of big
categories. Assume C has limits, G commutes with them, and for every object y of
D there exists a set of pairs (xi, fi)i∈I with xi ∈ Ob(C), fi ∈ MorD(y,G(xi)) such
that for any pair (x, f) with x ∈ Ob(C), f ∈ MorD(y,G(x)) there are an i and a
morphism h : xi → x such that f = G(h) ◦ fi. Then G has a left adjoint F .

Proof. The assumptions imply that for every object y of D the functor x 7→
MorD(y,G(x)) satisfies the assumptions of Lemma 25.1. Thus it is representable
by an object, let’s call it F (y). An application of Yoneda’s lemma (Lemma 3.5)
turns the rule y 7→ F (y) into a functor which by construction is an adjoint to G.
We omit the details. □

26. Categorically compact objects

0FWW A little bit about “small” objects of a category.

Definition 26.1.0FWX Let C be a big4 category. An object X of C is called a categori-
cally compact if we have

MorC(X, colimiMi) = colimi MorC(X,Mi)

for every filtered diagram M : I → C such that colimiMi exists.

Often this definition is made only under the assumption that C has all filtered
colimits.

Lemma 26.2.0FWY Let C and D be big categories having filtered colimits. Let C′ ⊂ C
be a small full subcategory consisting of categorically compact objects of C such that
every object of C is a filtered colimit of objects of C′. Then every functor F ′ : C′ → D
has a unique extension F : C → D commuting with filtered colimits.

4See Remark 2.2.
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Proof. For every object X of C we may write X as a filtered colimit X = colimXi

with Xi ∈ Ob(C′). Then we set

F (X) = colimF ′(Xi)

in D. We will show below that this construction does not depend on the choice of
the colimit presentation of X.

Suppose given a morphism α : X → Y of C and X = colimi∈I Xi and Y =
colimj∈J Yi are written as filtered colimit of objects in C′. For each i ∈ I since Xi is
a categorically compact object of C we can find a j ∈ J and a commutative diagram

Xi
//

��

X

α

��
Yj // Y

Then we obtain a morphism F ′(Xi)→ F ′(Yj)→ F (Y ) where the second morphism
is the coprojection into F (Y ) = colimF ′(Yj). The arrow βi : F ′(Xi)→ F (Y ) does
not depend on the choice of j. For i ≤ i′ the composition

F ′(Xi)→ F ′(Xi′)
βi′−−→ F (Y )

is equal to βi. Thus we obtain a well defined arrow

F (α) : F (X) = colimF (Xi)→ F (Y )

by the universal property of the colimit. If α′ : Y → Z is a second morphism of
C and Z = colimZk is also written as filtered colimit of objects in C′, then it is a
pleasant exercise to show that the induced morphisms F (α) : F (X) → F (Y ) and
F (α′) : F (Y )→ F (Z) compose to the morphism F (α′ ◦ α). Details omitted.

In particular, if we are given two presentations X = colimXi and X = colimX ′
i′ as

filtered colimits of systems in C′, then we get mutually inverse arrows colimF ′(Xi)→
colimF ′(X ′

i′) and colimF ′(X ′
i′)→ colimF ′(Xi). In other words, the value F (X) is

well defined independent of the choice of the presentation of X as a filtered colimit
of objects of C′. Together with the functoriality of F discussed in the previous
paragraph, we find that F is a functor. Also, it is clear that F (X) = F ′(X) if
X ∈ Ob(C′).

The uniqueness statement in the lemma is clear, provided we show that F commutes
with filtered colimits (because this statement doesn’t make sense otherwise). To
show this, suppose that X = colimλ∈Λ Xλ is a filtered colimit of C. Since F is a
functor we certainly get a map

colimλ F (Xλ) −→ F (X)

On the other hand, write X = colimXi as a filtered colimit of objects of C′. As
above, for each i ∈ I we can choose a λ ∈ Λ and a commutative diagram

Xi
//

  

Xλ

~~
X
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As above this determines a well defined morphism F ′(Xi) → colimλ F (Xλ) com-
patible with transition morphisms and hence a morphism

F (X) = colimi F
′(Xi) −→ colimλ F (Xλ)

This morphism is inverse to the morphism above (details omitted) and proves that
F (X) = colimλ F (Xλ) as desired. □

27. Localization in categories

04VB The basic idea of this section is given a category C and a set of arrows S to construct
a functor F : C → S−1C such that all elements of S become invertible in S−1C and
such that F is universal among all functors with this property. References for this
section are [GZ67, Chapter I, Section 2] and [Ver96, Chapter II, Section 2].

Definition 27.1.04VC Let C be a category. A set of arrows S of C is called a left
multiplicative system if it has the following properties:
LMS1 The identity of every object of C is in S and the composition of two com-

posable elements of S is in S.
LMS2 Every solid diagram

X

t

��

g
// Y

s

��
Z

f // W

with t ∈ S can be completed to a commutative dotted square with s ∈ S.
LMS3 For every pair of morphisms f, g : X → Y and t ∈ S with target X such

that f ◦ t = g ◦ t there exists an s ∈ S with source Y such that s ◦ f = s ◦ g.
A set of arrows S of C is called a right multiplicative system if it has the following
properties:
RMS1 The identity of every object of C is in S and the composition of two com-

posable elements of S is in S.
RMS2 Every solid diagram

X

t

��

g
// Y

s

��
Z

f // W

with s ∈ S can be completed to a commutative dotted square with t ∈ S.
RMS3 For every pair of morphisms f, g : X → Y and s ∈ S with source Y such

that s ◦ f = s ◦ g there exists a t ∈ S with target X such that f ◦ t = g ◦ t.
A set of arrows S of C is called a multiplicative system if it is both a left multiplicative
system and a right multiplicative system. In other words, this means that MS1,
MS2, MS3 hold, where MS1 = LMS1 + RMS1, MS2 = LMS2 + RMS2, and MS3
= LMS3 + RMS3. (That said, of course LMS1 = RMS1 = MS1.)

These conditions are useful to construct the categories S−1C as follows.

Left calculus of fractions. Let C be a category and let S be a left multiplicative
system. We define a new category S−1C as follows (we verify this works in the
proof of Lemma 27.2):

(1) We set Ob(S−1C) = Ob(C).

https://stacks.math.columbia.edu/tag/04VC
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(2) Morphisms X → Y of S−1C are given by pairs (f : X → Y ′, s : Y → Y ′)
with s ∈ S up to equivalence. (The equivalence is defined below. Think of
the equivalence class of a pair (f, s) as s−1f : X → Y .)

(3) Two pairs (f1 : X → Y1, s1 : Y → Y1) and (f2 : X → Y2, s2 : Y → Y2)
are said to be equivalent if there exist a third pair (f3 : X → Y3, s3 : Y →
Y3) and morphisms u : Y1 → Y3 and v : Y2 → Y3 of C fitting into the
commutative diagram

Y1

u

��
X

f1

>>

f3 //

f2   

Y3 Y

s1

__

s3oo

s2��
Y2

v

OO

(4) The composition of the equivalence classes of the pairs (f : X → Y ′, s :
Y → Y ′) and (g : Y → Z ′, t : Z → Z ′) is defined as the equivalence class of
a pair (h ◦ f : X → Z ′′, u ◦ t : Z → Z ′′) where h and u ∈ S are chosen to
fit into a commutative diagram

Y

s

��

g
// Z ′

u

��
Y ′ h // Z ′′

which exists by assumption.
(5) The identity morphism X → X in S−1C is the equivalence class of the pair

(id : X → X, id : X → X).

Lemma 27.2.04VD Let C be a category and let S be a left multiplicative system.
(1) The relation on pairs defined above is an equivalence relation.
(2) The composition rule given above is well defined on equivalence classes.
(3) Composition is associative (and the identity morphisms satisfy the identity

axioms), and hence S−1C is a category.

Proof. Proof of (1). Let us say two pairs p1 = (f1 : X → Y1, s1 : Y → Y1)
and p2 = (f2 : X → Y2, s2 : Y → Y2) are elementary equivalent if there exists a
morphism a : Y1 → Y2 of C such that a ◦ f1 = f2 and a ◦ s1 = s2. Diagram:

X
f1

// Y1

a

��

Y
s1
oo

X
f2 // Y2 Y

s2oo

Let us denote this property by saying p1Ep2. Note that pEp and aEb, bEc⇒ aEc.
(Despite its name, E is not an equivalence relation.) Part (1) claims that the
relation p ∼ p′ ⇔ ∃q : pEq ∧ p′Eq (where q is supposed to be a pair satisfying the
same conditions as p and p′) is an equivalence relation. A simple formal argument,
using the properties of E above, shows that it suffices to prove p3Ep1, p3Ep2 ⇒

https://stacks.math.columbia.edu/tag/04VD
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p1 ∼ p2. Thus suppose that we are given a commutative diagram

Y1

X

f1

>>

f3 //

f2   

Y3

a31

OO

a32

��

Y

s1

__

s3oo

s2��
Y2

with si ∈ S. First we apply LMS2 to get a commutative diagram

Y

s1

��

s2
// Y2

a24

��
Y1

a14 // Y4

with a24 ∈ S. Then, we have
a14 ◦ a31 ◦ s3 = a14 ◦ s1 = a24 ◦ s2 = a24 ◦ a32 ◦ s3.

Hence, by LMS3, there exists a morphism s44 : Y4 → Y ′
4 such that s44 ∈ S and

s44 ◦a14 ◦a31 = s44 ◦a24 ◦a32. Hence, after replacing Y4, a14 and a24 by Y ′
4 , s44 ◦a14

and s44 ◦ a24, we may assume that a14 ◦ a31 = a24 ◦ a32 (and we still have a24 ∈ S
and a14 ◦ s1 = a24 ◦ s2). Set

f4 = a14 ◦ f1 = a14 ◦ a31 ◦ f3 = a24 ◦ a32 ◦ f3 = a24 ◦ f2

and s4 = a14 ◦ s1 = a24 ◦ s2. Then, the diagram

X
f1

// Y1

a14

��

Y
s1
oo

X
f4 // Y4 Y

s4oo

commutes, and we have s4 ∈ S (by LMS1). Thus, p1Ep4, where p4 = (f4, s4).
Similarly, p2Ep4. Combining these, we find p1 ∼ p2.
Proof of (2). Let p = (f : X → Y ′, s : Y → Y ′) and q = (g : Y → Z ′, t : Z → Z ′) be
pairs as in the definition of composition above. To compose we choose a diagram

Y

s

��

g
// Z ′

u2

��
Y ′ h2 // Z2

with u2 ∈ S. We first show that the equivalence class of the pair r2 = (h2 ◦f : X →
Z2, u2 ◦ t : Z → Z2) is independent of the choice of (Z2, h2, u2). Namely, suppose
that (Z3, h3, u3) is another choice with corresponding composition r3 = (h3 ◦ f :
X → Z3, u3 ◦ t : Z → Z3). Then by LMS2 we can choose a diagram

Z ′

u2

��

u3
// Z3

u34

��
Z2

h24 // Z4
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with u34 ∈ S. We have h2 ◦ s = u2 ◦ g and similarly h3 ◦ s = u3 ◦ g. Now,

u34 ◦ h3 ◦ s = u34 ◦ u3 ◦ g = h24 ◦ u2 ◦ g = h24 ◦ h2 ◦ s.

Hence, LMS3 shows that there exist a Z ′
4 and an s44 : Z4 → Z ′

4 such that s44 ◦u34 ◦
h3 = s44 ◦ h24 ◦ h2. Replacing Z4, h24 and u34 by Z ′

4, s44 ◦ h24 and s44 ◦ u34, we
may assume that u34 ◦ h3 = h24 ◦ h2. Meanwhile, the relations u34 ◦ u3 = h24 ◦ u2
and u34 ∈ S continue to hold. We can now set h4 = u34 ◦ h3 = h24 ◦ h2 and
u4 = u34 ◦ u3 = h24 ◦ u2. Then, we have a commutative diagram

X
h2◦f

// Z2

h24

��

Z
u2◦t
oo

X
h4◦f // Z4 Z

u4◦too

X
h3◦f // Z3

u34

OO

Z
u3◦too

Hence we obtain a pair r4 = (h4 ◦ f : X → Z4, u4 ◦ t : Z → Z4) and the above
diagram shows that we have r2Er4 and r3Er4, whence r2 ∼ r3, as desired. Thus
it now makes sense to define p ◦ q as the equivalence class of all possible pairs r
obtained as above.

To finish the proof of (2) we have to show that given pairs p1, p2, q such that p1Ep2
then p1 ◦q = p2 ◦q and q ◦p1 = q ◦p2 whenever the compositions make sense. To do
this, write p1 = (f1 : X → Y1, s1 : Y → Y1) and p2 = (f2 : X → Y2, s2 : Y → Y2)
and let a : Y1 → Y2 be a morphism of C such that f2 = a ◦ f1 and s2 = a ◦ s1.
First assume that q = (g : Y → Z ′, t : Z → Z ′). In this case choose a commutative
diagram as the one on the left

Y

s2

��

g // Z ′

u

��
Y2

h // Z ′′

⇒

Y

s1

��

g // Z ′

u

��
Y1

h◦a // Z ′′

(with u ∈ S), which implies the diagram on the right is commutative as well. Using
these diagrams we see that both compositions q ◦ p1 and q ◦ p2 are the equivalence
class of (h ◦ a ◦ f1 : X → Z ′′, u ◦ t : Z → Z ′′). Thus q ◦ p1 = q ◦ p2. The proof of
the other case, in which we have to show p1 ◦ q = p2 ◦ q, is omitted. (It is similar
to the case we did.)
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Proof of (3). We have to prove associativity of composition. Consider a solid
diagram

Z

��
Y

��

// Z ′

��
X

��

// Y ′

��

// Z ′′

��
W // X ′ // Y ′′ // Z ′′′

(whose vertical arrows belong to S) which gives rise to three composable pairs.
Using LMS2 we can choose the dotted arrows making the squares commutative
and such that the vertical arrows are in S. Then it is clear that the composition of
the three pairs is the equivalence class of the pair (W → Z ′′′, Z → Z ′′′) gotten by
composing the horizontal arrows on the bottom row and the vertical arrows on the
right column.
We leave it to the reader to check the identity axioms. □

Remark 27.3.0BM1 The motivation for the construction of S−1C is to “force” the
morphisms in S to be invertible by artificially creating inverses to them (at the cost
of some existing morphisms possibly becoming identified with each other). This is
similar to the localization of a commutative ring at a multiplicative subset, and more
generally to the localization of a noncommutative ring at a right denominator set
(see [Lam99, Section 10A]). This is more than just a similarity: The construction of
S−1C (or, more precisely, its version for additive categories C) actually generalizes
the latter type of localization. Namely, a noncommutative ring can be viewed as
a pre-additive category with a single object (the morphisms being the elements of
the ring); a multiplicative subset of this ring then becomes a set S of morphisms
satisfying LMS1 (aka RMS1). Then, the conditions RMS2 and RMS3 for this
category and this subset S translate into the two conditions (“right permutable”
and “right reversible”) of a right denominator set (and similarly for LMS and left
denominator sets), and S−1C (with a properly defined additive structure) is the
one-object category corresponding to the localization of the ring.

Definition 27.4.0BM2 Let C be a category and let S be a left multiplicative system
of morphisms of C. Given any morphism f : X → Y ′ in C and any morphism
s : Y → Y ′ in S, we denote by s−1f the equivalence class of the pair (f : X →
Y ′, s : Y → Y ′). This is a morphism from X to Y in S−1C.

This notation is suggestive, and the things it suggests are true: Given any morphism
f : X → Y ′ in C and any two morphisms s : Y → Y ′ and t : Y ′ → Y ′′ in S, we
have (t ◦ s)−1 (t ◦ f) = s−1f . Also, for any f : X → Y ′ and g : Y ′ → Z ′ in C
and all s : Z → Z ′ in S, we have s−1 (g ◦ f) =

(
s−1g

)
◦

(
id−1
Y ′ f

)
. Finally, for

any f : X → Y ′ in C, all s : Y → Y ′ in S, and t : Z → Y in S, we have
(s ◦ t)−1

f =
(
t−1idY

)
◦

(
s−1f

)
. This is all clear from the definition. We can “write

any finite collection of morphisms with the same target as fractions with common
denominator”.

https://stacks.math.columbia.edu/tag/0BM1
https://stacks.math.columbia.edu/tag/0BM2
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Lemma 27.5.04VE Let C be a category and let S be a left multiplicative system of
morphisms of C. Given any finite collection gi : Xi → Y of morphisms of S−1C
(indexed by i), we can find an element s : Y → Y ′ of S and a family of morphisms
fi : Xi → Y ′ of C such that each gi is the equivalence class of the pair (fi : Xi →
Y ′, s : Y → Y ′).

Proof. For each i choose a representative (Xi → Yi, si : Y → Yi) of gi. The lemma
follows if we can find a morphism s : Y → Y ′ in S such that for each i there is a
morphism ai : Yi → Y ′ with ai ◦ si = s. If we have two indices i = 1, 2, then we
can do this by completing the square

Y

s1

��

s2
// Y2

t2
��

Y1
a1 // Y ′

with t2 ∈ S as is possible by Definition 27.1. Then s = t2 ◦ s2 ∈ S works. If we
have n > 2 morphisms, then we use the above trick to reduce to the case of n− 1
morphisms, and we win by induction. □

There is an easy characterization of equality of morphisms if they have the same
denominator.

Lemma 27.6.04VF Let C be a category and let S be a left multiplicative system of
morphisms of C. Let A,B : X → Y be morphisms of S−1C which are the equivalence
classes of (f : X → Y ′, s : Y → Y ′) and (g : X → Y ′, s : Y → Y ′). The following
are equivalent

(1) A = B
(2) there exists a morphism t : Y ′ → Y ′′ in S with t ◦ f = t ◦ g, and
(3) there exists a morphism a : Y ′ → Y ′′ such that a ◦ f = a ◦ g and a ◦ s ∈ S.

Proof. We are going to use that S−1C is a category (Lemma 27.2) and we will use
the notation of Definition 27.4 as well as the discussion following that definition to
identify some morphisms in S−1C. Thus we write A = s−1f and B = s−1g.
If A = B then (id−1

Y ′ s) ◦ A = (id−1
Y ′ s) ◦ B. We have (id−1

Y ′ s) ◦ A = id−1
Y ′ f and

(id−1
Y ′ s) ◦ B = id−1

Y ′ g. The equality of id−1
Y ′ f and id−1

Y ′ g means by definition that
there exists a commutative diagram

Y ′

u

��
X

f

>>

h //

g   

Z Y ′

idY ′

``

too

idY ′~~
Y ′

v

OO

with t ∈ S. In particular u = v = t ∈ S and t ◦ f = t ◦ g. Thus (1) implies (2).
The implication (2)⇒ (3) is immediate. Assume a is as in (3). Denote s′ = a◦s ∈ S.
Then id−1

Y ′′s′ is an isomorphism in the category S−1C (with inverse (s′)−1idY ′′).
Thus to check A = B it suffices to check that id−1

Y ′′s′ ◦A = id−1
Y ′′s′ ◦B. We compute

using the rules discussed in the text following Definition 27.4 that id−1
Y ′′s′ ◦ A =

https://stacks.math.columbia.edu/tag/04VE
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id−1
Y ′′(a ◦ s) ◦ s−1f = id−1

Y ′′(a ◦ f) = id−1
Y ′′(a ◦ g) = id−1

Y ′′(a ◦ s) ◦ s−1g = id−1
Y ′′s′ ◦ B

and we see that (1) is true. □

Remark 27.7.05Q0 Let C be a category. Let S be a left multiplicative system. Given
an object Y of C we denote Y/S the category whose objects are s : Y → Y ′ with
s ∈ S and whose morphisms are commutative diagrams

Y

s

~~

t

  
Y ′ a // Y ′′

where a : Y ′ → Y ′′ is arbitrary. We claim that the category Y/S is filtered (see
Definition 19.1). Namely, LMS1 implies that idY : Y → Y is in Y/S; hence Y/S is
nonempty. LMS2 implies that given s1 : Y → Y1 and s2 : Y → Y2 we can find a
diagram

Y

s1

��

s2
// Y2

t

��
Y1

a // Y3

with t ∈ S. Hence s1 : Y → Y1 and s2 : Y → Y2 both have maps to t ◦ s2 : Y → Y3
in Y/S. Finally, given two morphisms a, b from s1 : Y → Y1 to s2 : Y → Y2 in Y/S
we see that a ◦ s1 = b ◦ s1; hence by LMS3 there exists a t : Y2 → Y3 in S such that
t ◦ a = t ◦ b. Now the combined results of Lemmas 27.5 and 27.6 tell us that

(27.7.1)05Q1 MorS−1C(X,Y ) = colim(s:Y→Y ′)∈Y/S MorC(X,Y ′)

This formula expressing morphism sets in S−1C as a filtered colimit of morphism
sets in C is occasionally useful.

Lemma 27.8.04VG Let C be a category and let S be a left multiplicative system of
morphisms of C.

(1) The rules X 7→ X and (f : X → Y ) 7→ (f : X → Y, idY : Y → Y ) define a
functor Q : C → S−1C.

(2) For any s ∈ S the morphism Q(s) is an isomorphism in S−1C.
(3) If G : C → D is any functor such that G(s) is invertible for every s ∈ S,

then there exists a unique functor H : S−1C → D such that H ◦Q = G.

Proof. Parts (1) and (2) are clear. (In (2), the inverse of Q(s) is the equivalence
class of the pair (idY , s).) To see (3) just set H(X) = G(X) and set H((f : X →
Y ′, s : Y → Y ′)) = G(s)−1 ◦G(f). Details omitted. □

Lemma 27.9.05Q2 Let C be a category and let S be a left multiplicative system of
morphisms of C. The localization functor Q : C → S−1C commutes with finite
colimits.

https://stacks.math.columbia.edu/tag/05Q0
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Proof. Let I be a finite category and let I → C, i 7→ Xi be a functor whose colimit
exists. Then using (27.7.1), the fact that Y/S is filtered, and Lemma 19.2 we have

MorS−1C(Q(colimXi), Q(Y )) = colim(s:Y→Y ′)∈Y/S MorC(colimXi, Y
′)

= colim(s:Y→Y ′)∈Y/S limi MorC(Xi, Y
′)

= limi colim(s:Y→Y ′)∈Y/S MorC(Xi, Y
′)

= limi MorS−1C(Q(Xi), Q(Y ))
and this isomorphism commutes with the projections from both sides to the set
MorS−1C(Q(Xj), Q(Y )) for each j ∈ Ob(I). Thus, Q(colimXi) satisfies the univer-
sal property for the colimit of the functor i 7→ Q(Xi); hence, it is this colimit, as
desired. □

Lemma 27.10.05Q3 Let C be a category. Let S be a left multiplicative system. If
f : X → Y , f ′ : X ′ → Y ′ are two morphisms of C and if

Q(X)

Q(f)
��

a
// Q(X ′)

Q(f ′)
��

Q(Y ) b // Q(Y ′)

is a commutative diagram in S−1C, then there exist a morphism f ′′ : X ′′ → Y ′′ in
C and a commutative diagram

X

f

��

g
// X ′′

f ′′

��

X ′

f ′

��

s
oo

Y
h // Y ′′ Y ′too

in C with s, t ∈ S and a = s−1g, b = t−1h.

Proof. We choose maps and objects in the following way: First write a = s−1g for
some s : X ′ → X ′′ in S and g : X → X ′′. By LMS2 we can find t : Y ′ → Y ′′ in S
and f ′′ : X ′′ → Y ′′ such that

X

f

��

g
// X ′′

f ′′

��

X ′

f ′

��

s
oo

Y Y ′′ Y ′too

commutes. Now in this diagram we are going to repeatedly change our choice of

X ′′ f ′′

−−→ Y ′′ t←− Y ′

by postcomposing both t and f ′′ by a morphism d : Y ′′ → Y ′′′ with the property
that d ◦ t ∈ S. According to Remark 27.7 we may after such a replacement assume
that there exists a morphism h : Y → Y ′′ such that b = t−1h holds5. At this
point we have everything as in the lemma except that we don’t know that the left
square of the diagram commutes. But the definition of composition in S−1C shows
that b ◦ Q (f) is the equivalence class of the pair (h ◦ f : X → Y ′′, t : Y ′ → Y ′′)

5Here is a more down-to-earth way to see this: Write b = q−1i for some q : Y ′ → Z in S and
some i : Y → Z. By LMS2 we can find r : Y ′′ → Y ′′′ in S and j : Z → Y ′′′ such that j ◦ q = r ◦ t.
Now, set d = r and h = j ◦ i.

https://stacks.math.columbia.edu/tag/05Q3
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(since b is the equivalence class of the pair (h : Y → Y ′′, t : Y ′ → Y ′′), while Q (f)
is the equivalence class of the pair (f : X → Y, id : Y → Y )), while Q (f ′) ◦ a
is the equivalence class of the pair (f ′′ ◦ g : X → Y ′′, t : Y ′ → Y ′′) (since a is
the equivalence class of the pair (g : X → X ′′, s : X ′ → X ′′), while Q (f ′) is the
equivalence class of the pair (f ′ : X ′ → Y ′, id : Y ′ → Y ′)). Since we know that
b ◦ Q (f) = Q (f ′) ◦ a, we thus conclude that the equivalence classes of the pairs
(h◦f : X → Y ′′, t : Y ′ → Y ′′) and (f ′′ ◦g : X → Y ′′, t : Y ′ → Y ′′) are equal. Hence
using Lemma 27.6 we can find a morphism d : Y ′′ → Y ′′′ such that d ◦ t ∈ S and
d ◦ h ◦ f = d ◦ f ′′ ◦ g. Hence we make one more replacement of the kind described
above and we win. □

Right calculus of fractions. Let C be a category and let S be a right multiplica-
tive system. We define a new category S−1C as follows (we verify this works in the
proof of Lemma 27.11):

(1) We set Ob(S−1C) = Ob(C).
(2) Morphisms X → Y of S−1C are given by pairs (f : X ′ → Y, s : X ′ → X)

with s ∈ S up to equivalence. (The equivalence is defined below. Think of
the equivalence class of a pair (f, s) as fs−1 : X → Y .)

(3) Two pairs (f1 : X1 → Y, s1 : X1 → X) and (f2 : X2 → Y, s2 : X2 → X) are
said to be equivalent if there exist a third pair (f3 : X3 → Y, s3 : X3 → X)
and morphisms u : X3 → X1 and v : X3 → X2 of C fitting into the
commutative diagram

X1
s1

~~

f1

  
X X3

s3oo

u

OO

v

��

f3 // Y

X2

s2

``

f2

>>

(4) The composition of the equivalence classes of the pairs (f : X ′ → Y, s :
X ′ → X) and (g : Y ′ → Z, t : Y ′ → Y ) is defined as the equivalence class
of a pair (g ◦ h : X ′′ → Z, s ◦ u : X ′′ → X) where h and u ∈ S are chosen
to fit into a commutative diagram

X ′′

u

��

h // Y ′

t

��
X ′ f // Y

which exists by assumption.
(5) The identity morphism X → X in S−1C is the equivalence class of the pair

(id : X → X, id : X → X).

Lemma 27.11.04VH Let C be a category and let S be a right multiplicative system.
(1) The relation on pairs defined above is an equivalence relation.
(2) The composition rule given above is well defined on equivalence classes.
(3) Composition is associative (and the identity morphisms satisfy the identity

axioms), and hence S−1C is a category.

https://stacks.math.columbia.edu/tag/04VH
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Proof. This lemma is dual to Lemma 27.2. It follows formally from that lemma by
replacing C by its opposite category in which S is a left multiplicative system. □

Definition 27.12.0BM3 Let C be a category and let S be a right multiplicative system
of morphisms of C. Given any morphism f : X ′ → Y in C and any morphism
s : X ′ → X in S, we denote by fs−1 the equivalence class of the pair (f : X ′ →
Y, s : X ′ → X). This is a morphism from X to Y in S−1C.

Identities similar (actually, dual) to the ones in Definition 27.4 hold. We can “write
any finite collection of morphisms with the same source as fractions with common
denominator”.

Lemma 27.13.04VI Let C be a category and let S be a right multiplicative system
of morphisms of C. Given any finite collection gi : X → Yi of morphisms of
S−1C (indexed by i), we can find an element s : X ′ → X of S and a family of
morphisms fi : X ′ → Yi of C such that gi is the equivalence class of the pair
(fi : X ′ → Yi, s : X ′ → X).

Proof. This lemma is the dual of Lemma 27.5 and follows formally from that
lemma by replacing all categories in sight by their opposites. □

There is an easy characterization of equality of morphisms if they have the same
denominator.

Lemma 27.14.04VJ Let C be a category and let S be a right multiplicative system of
morphisms of C. Let A,B : X → Y be morphisms of S−1C which are the equivalence
classes of (f : X ′ → Y, s : X ′ → X) and (g : X ′ → Y, s : X ′ → X). The following
are equivalent

(1) A = B,
(2) there exists a morphism t : X ′′ → X ′ in S with f ◦ t = g ◦ t, and
(3) there exists a morphism a : X ′′ → X ′ with f ◦ a = g ◦ a and s ◦ a ∈ S.

Proof. This is dual to Lemma 27.6. □

Remark 27.15.05Q4 Let C be a category. Let S be a right multiplicative system.
Given an object X of C we denote S/X the category whose objects are s : X ′ → X
with s ∈ S and whose morphisms are commutative diagrams

X ′

s
  

a
// X ′′

t}}
X

where a : X ′ → X ′′ is arbitrary. The category S/X is cofiltered (see Definition
20.1). (This is dual to the corresponding statement in Remark 27.7.) Now the
combined results of Lemmas 27.13 and 27.14 tell us that

(27.15.1)05Q5 MorS−1C(X,Y ) = colim(s:X′→X)∈(S/X)opp MorC(X ′, Y )

This formula expressing morphisms in S−1C as a filtered colimit of morphisms in C
is occasionally useful.

Lemma 27.16.04VK Let C be a category and let S be a right multiplicative system of
morphisms of C.

https://stacks.math.columbia.edu/tag/0BM3
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(1) The rules X 7→ X and (f : X → Y ) 7→ (f : X → Y, idX : X → X) define a
functor Q : C → S−1C.

(2) For any s ∈ S the morphism Q(s) is an isomorphism in S−1C.
(3) If G : C → D is any functor such that G(s) is invertible for every s ∈ S,

then there exists a unique functor H : S−1C → D such that H ◦Q = G.
Proof. This lemma is the dual of Lemma 27.8 and follows formally from that
lemma by replacing all categories in sight by their opposites. □

Lemma 27.17.05Q6 Let C be a category and let S be a right multiplicative system
of morphisms of C. The localization functor Q : C → S−1C commutes with finite
limits.
Proof. This is dual to Lemma 27.9. □

Lemma 27.18.05Q7 Let C be a category. Let S be a right multiplicative system. If
f : X → Y , f ′ : X ′ → Y ′ are two morphisms of C and if

Q(X)

Q(f)
��

a
// Q(X ′)

Q(f ′)
��

Q(Y ) b // Q(Y ′)

is a commutative diagram in S−1C, then there exist a morphism f ′′ : X ′′ → Y ′′ in
C and a commutative diagram

X

f

��

X ′′
s

oo

f ′′

��

g
// X ′

f ′

��
Y Y ′′too h // Y ′

in C with s, t ∈ S and a = gs−1, b = ht−1.
Proof. This lemma is dual to Lemma 27.10. □

Multiplicative systems and two sided calculus of fractions. If S is a multi-
plicative system then left and right calculus of fractions give canonically isomorphic
categories.
Lemma 27.19.04VL Let C be a category and let S be a multiplicative system. The
category of left fractions and the category of right fractions S−1C are canonically
isomorphic.
Proof. Denote Cleft, Cright the two categories of fractions. By the universal proper-
ties of Lemmas 27.8 and 27.16 we obtain functors Cleft → Cright and Cright → Cleft.
By the uniqueness statement in the universal properties, these functors are each
other’s inverse. □

Definition 27.20.05Q8 Let C be a category and let S be a multiplicative system. We
say S is saturated if, in addition to MS1, MS2, MS3, we also have

MS4 Given three composable morphisms f, g, h, if fg, gh ∈ S, then g ∈ S.
Note that a saturated multiplicative system contains all isomorphisms. Moreover, if
f, g, h are composable morphisms in a category and fg, gh are isomorphisms, then
g is an isomorphism (because then g has both a left and a right inverse, hence is
invertible).

https://stacks.math.columbia.edu/tag/05Q6
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Lemma 27.21.05Q9 Let C be a category and let S be a multiplicative system. Denote
Q : C → S−1C the localization functor. The set

Ŝ = {f ∈ Arrows(C) | Q(f) is an isomorphism}
is equal to

S′ = {f ∈ Arrows(C) | there exist g, h such that gf, fh ∈ S}
and is the smallest saturated multiplicative system containing S. In particular, if
S is saturated, then Ŝ = S.

Proof. It is clear that S ⊂ S′ ⊂ Ŝ because elements of S′ map to morphisms in
S−1C which have both left and right inverses. Note that S′ satisfies MS4, and that
Ŝ satisfies MS1. Next, we prove that S′ = Ŝ.
Let f ∈ Ŝ. Let s−1g = ht−1 be the inverse morphism in S−1C. (We may use both
left fractions and right fractions to describe morphisms in S−1C, see Lemma 27.19.)
The relation idX = s−1gf in S−1C means there exists a commutative diagram

X ′

u

��
X

gf

==

f ′
//

idX !!

X ′′ X

s

aa

s′
oo

idX}}
X

v

OO

for some morphisms f ′, u, v and s′ ∈ S. Hence ugf = s′ ∈ S. Similarly, using that
idY = fht−1 one proves that fhw ∈ S for some w. We conclude that f ∈ S′. Thus
S′ = Ŝ. Provided we prove that S′ = Ŝ is a multiplicative system it is now clear
that this implies that S′ = Ŝ is the smallest saturated system containing S.
Our remarks above take care of MS1 and MS4, so to finish the proof of the lemma
we have to show that LMS2, RMS2, LMS3, RMS3 hold for Ŝ. Let us check that
LMS2 holds for Ŝ. Suppose we have a solid diagram

X

t

��

g
// Y

s

��
Z

f // W

with t ∈ Ŝ. Pick a morphism a : Z → Z ′ such that at ∈ S. Then we can use LMS2
for S to find a commutative diagram

X

t

��

g
// Y

s

��

Z

a

��
Z ′ f ′

// W

and setting f = f ′ ◦ a we win. The proof of RMS2 is dual to this. Finally, suppose
given a pair of morphisms f, g : X → Y and t ∈ Ŝ with target X such that ft = gt.
Then we pick a morphism b such that tb ∈ S. Then ftb = gtb which implies by

https://stacks.math.columbia.edu/tag/05Q9
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LMS3 for S that there exists an s ∈ S with source Y such that sf = sg as desired.
The proof of RMS3 is dual to this. □

28. Formal properties

003D In this section we discuss some formal properties of the 2-category of categories.
This will lead us to the definition of a (strict) 2-category later.

Let us denote Ob(Cat) the class of all categories. For every pair of categories
A,B ∈ Ob(Cat) we have the “small” category of functors Fun(A,B). Composition
of transformation of functors such as

A

F ′′

""�� t′

F ′
//
==

F

�� t
B composes to A

F ′′

((

F

66�� t◦t′ B

is called vertical composition. We will use the usual symbol ◦ for this. Next, we
will define horizontal composition. In order to do this we explain a bit more of the
structure at hand.

Namely for every triple of categories A, B, and C there is a composition law

◦ : Ob(Fun(B, C))×Ob(Fun(A,B)) −→ Ob(Fun(A, C))

coming from composition of functors. This composition law is associative, and
identity functors act as units. In other words – forgetting about transformations of
functors – we see that Cat forms a category. How does this structure interact with
the morphisms between functors?

Well, given t : F → F ′ a transformation of functors F, F ′ : A → B and a functor
G : B → C we can define a transformation of functors G ◦ F → G ◦ F ′. We
will denote this transformation Gt. It is given by the formula (Gt)x = G(tx) :
G(F (x)) → G(F ′(x)) for all x ∈ A. In this way composition with G becomes a
functor

Fun(A,B) −→ Fun(A, C).
To see this you just have to check that G(idF ) = idG◦F and that G(t1◦t2) = Gt1◦Gt2.
Of course we also have that idAt = t.

Similarly, given s : G → G′ a transformation of functors G,G′ : B → C and
F : A → B a functor we can define sF to be the transformation of functors G◦F →
G′ ◦ F given by (sF )x = sF (x) : G(F (x)) → G′(F (x)) for all x ∈ A. In this way
composition with F becomes a functor

Fun(B, C) −→ Fun(A, C).

To see this you just have to check that (idG)F = idG◦F and that (s1 ◦ s2)F =
s1,F ◦ s2,F . Of course we also have that sidB = s.

These constructions satisfy the additional properties

G1(G2t) = G1◦G2t, (sF1)F2 = sF1◦F2 , and H(sF ) = (Hs)F
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whenever these make sense. Finally, given functors F, F ′ : A → B, and G,G′ :
B → C and transformations t : F → F ′, and s : G → G′ the following diagram is
commutative

G ◦ F Gt //

sF

��

G ◦ F ′

sF ′

��
G′ ◦ F

G′ t
// G′ ◦ F ′

in other words G′t ◦ sF = sF ′ ◦Gt. To prove this we just consider what happens on
any object x ∈ Ob(A):

G(F (x))
G(tx) //

sF (x)

��

G(F ′(x))

sF ′(x)

��
G′(F (x))

G′(tx)
// G′(F ′(x))

which is commutative because s is a transformation of functors. This compatibility
relation allows us to define horizontal composition.

Definition 28.1.003E Given a diagram as in the left hand side of:

A
F
%%

F ′

99�� t B
G
%%

G′

99�� s C gives A
G◦F

((

G′◦F ′

66�� s⋆t C

we define the horizontal composition s ⋆ t to be the transformation of functors
G′t ◦ sF = sF ′ ◦ Gt.

Now we see that we may recover our previously constructed transformations Gt and
sF as Gt = idG ⋆ t and sF = s ⋆ idF . Furthermore, all of the rules we found above
are consequences of the properties stated in the lemma that follows.

Lemma 28.2.003F The horizontal and vertical compositions have the following prop-
erties

(1) ◦ and ⋆ are associative,
(2) the identity transformations idF are units for ◦,
(3) the identity transformations of the identity functors ididA are units for ⋆

and ◦, and
(4) given a diagram

A

F

""�� t

F ′
//
==

F ′′

�� t′
B

G

!!�� s

G′
//
==

G′′

�� s′
C

we have (s′ ◦ s) ⋆ (t′ ◦ t) = (s′ ⋆ t′) ◦ (s ⋆ t).

Proof. The last statement turns using our previous notation into the following
equation

s′
F ′′ ◦ G′t′ ◦ sF ′ ◦ Gt = (s′ ◦ s)F ′′ ◦ G(t′ ◦ t).

https://stacks.math.columbia.edu/tag/003E
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According to our result above applied to the middle composition we may rewrite
the left hand side as s′

F ′′ ◦ sF ′′ ◦ Gt′ ◦ Gt which is easily shown to be equal to the
right hand side. □

Another way of formulating condition (4) of the lemma is that composition of
functors and horizontal composition of transformation of functors gives rise to a
functor

(◦, ⋆) : Fun(B, C)× Fun(A,B) −→ Fun(A, C)
whose source is the product category, see Definition 2.20.

29. 2-categories

003G We will give a definition of (strict) 2-categories as they appear in the setting of
stacks. Before you read this take a look at Section 28 and Example 30.2. Basically,
you take this example and you write out all the rules satisfied by the objects,
1-morphisms and 2-morphisms in that example.

Definition 29.1.003H A (strict) 2-category C consists of the following data
(1) A set of objects Ob(C).
(2) For each pair x, y ∈ Ob(C) a category MorC(x, y). The objects of MorC(x, y)

will be called 1-morphisms and denoted F : x→ y. The morphisms between
these 1-morphisms will be called 2-morphisms and denoted t : F ′ → F . The
composition of 2-morphisms in MorC(x, y) will be called vertical composi-
tion and will be denoted t ◦ t′ for t : F ′ → F and t′ : F ′′ → F ′.

(3) For each triple x, y, z ∈ Ob(C) a functor
(◦, ⋆) : MorC(y, z)×MorC(x, y) −→ MorC(x, z).

The image of the pair of 1-morphisms (F,G) on the left hand side will
be called the composition of F and G, and denoted F ◦ G. The image of
the pair of 2-morphisms (t, s) will be called the horizontal composition and
denoted t ⋆ s.

These data are to satisfy the following rules:
(1) The set of objects together with the set of 1-morphisms endowed with

composition of 1-morphisms forms a category.
(2) Horizontal composition of 2-morphisms is associative.
(3) The identity 2-morphism ididx of the identity 1-morphism idx is a unit for

horizontal composition.

This is obviously not a very pleasant type of object to work with. On the other
hand, there are lots of examples where it is quite clear how you work with it. The
only example we have so far is that of the 2-category whose objects are a given
collection of categories, 1-morphisms are functors between these categories, and
2-morphisms are natural transformations of functors, see Section 28. As far as this
text is concerned all 2-categories will be sub 2-categories of this example. Here is
what it means to be a sub 2-category.

Definition 29.2.02X7 Let C be a 2-category. A sub 2-category C′ of C, is given by a
subset Ob(C′) of Ob(C) and sub categories MorC′(x, y) of the categories MorC(x, y)
for all x, y ∈ Ob(C′) such that these, together with the operations ◦ (composition 1-
morphisms), ◦ (vertical composition 2-morphisms), and ⋆ (horizontal composition)
form a 2-category.

https://stacks.math.columbia.edu/tag/003H
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Remark 29.3.003J Big 2-categories. In many texts a 2-category is allowed to have
a class of objects (but hopefully a “class of classes” is not allowed). We will allow
these “big” 2-categories as well, but only in the following list of cases (to be updated
as we go along):

(1) The 2-category of categories Cat.
(2) The (2, 1)-category of categories Cat.
(3) The 2-category of groupoids Groupoids; this is a (2, 1)-category.
(4) The 2-category of fibred categories over a fixed category.
(5) The (2, 1)-category of fibred categories over a fixed category.

See Definition 30.1. Note that in each case the class of objects of the 2-category C
is a proper class, but for all objects x, y ∈ Ob(C) the category MorC(x, y) is “small”
(according to our conventions).

The notion of equivalence of categories that we defined in Section 2 extends to the
more general setting of 2-categories as follows.

Definition 29.4.003L Two objects x, y of a 2-category are equivalent if there exist
1-morphisms F : x→ y and G : y → x such that F ◦G is 2-isomorphic to idy and
G ◦ F is 2-isomorphic to idx.

Sometimes we need to say what it means to have a functor from a category into a
2-category.

Definition 29.5.003N Let A be a category and let C be a 2-category.
(1) A functor from an ordinary category into a 2-category will ignore the 2-

morphisms unless mentioned otherwise. In other words, it will be a “usual”
functor into the category formed out of 2-category by forgetting all the
2-morphisms.

(2) A weak functor, or a pseudo functor φ from A into the 2-category C is given
by the following data
(a) a map φ : Ob(A)→ Ob(C),
(b) for every pair x, y ∈ Ob(A), and every morphism f : x → y a 1-

morphism φ(f) : φ(x)→ φ(y),
(c) for every x ∈ Ob(A) a 2-morphism αx : idφ(x) → φ(idx), and
(d) for every pair of composable morphisms f : x → y, g : y → z of A a

2-morphism αg,f : φ(g ◦ f)→ φ(g) ◦ φ(f).
These data are subject to the following conditions:
(a) the 2-morphisms αx and αg,f are all isomorphisms,
(b) for any morphism f : x→ y in A we have αidy,f = αy ⋆ idφ(f):

φ(x)
φ(f)

**

φ(f)
44�� idφ(f) φ(y)

idφ(y)
**

φ(idy)
44��αy φ(y) = φ(x)

φ(f)
**

φ(idy)◦φ(f)
44�� αidy,f φ(y)

(c) for any morphism f : x→ y in A we have αf,idx
= idφ(f) ⋆ αx,

(d) for any triple of composable morphisms f : w → x, g : x → y, and
h : y → z of A we have

(idφ(h) ⋆ αg,f ) ◦ αh,g◦f = (αh,g ⋆ idφ(f)) ◦ αh◦g,f

https://stacks.math.columbia.edu/tag/003J
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in other words the following diagram with objects 1-morphisms and
arrows 2-morphisms commutes

φ(h ◦ g ◦ f)

αh,g◦f

��

αh◦g,f

// φ(h ◦ g) ◦ φ(f)

αh,g⋆idφ(f)

��
φ(h) ◦ φ(g ◦ f)

idφ(h)⋆αg,f // φ(h) ◦ φ(g) ◦ φ(f)

Again this is not a very workable notion, but it does sometimes come up. There
is a theorem that says that any pseudo-functor is isomorphic to a functor. Finally,
there are the notions of functor between 2-categories, and pseudo functor between
2-categories. This last notion leads us into 3-category territory. We would like to
avoid having to define this at almost any cost!

30. (2, 1)-categories

02X8 Some 2-categories have the property that all 2-morphisms are isomorphisms. These
will play an important role in the following, and they are easier to work with.

Definition 30.1.003I A (strict) (2, 1)-category is a 2-category in which all 2-morphisms
are isomorphisms.

Example 30.2.003K The 2-category Cat, see Remark 29.3, can be turned into a (2, 1)-
category by only allowing isomorphisms of functors as 2-morphisms.

In fact, more generally any 2-category C produces a (2, 1)-category by consider-
ing the sub 2-category C′ with the same objects and 1-morphisms but whose 2-
morphisms are the invertible 2-morphisms of C. In this situation we will say “let C′

be the (2, 1)-category associated to C” or similar. For example, the (2, 1)-category of
groupoids means the 2-category whose objects are groupoids, whose 1-morphisms
are functors and whose 2-morphisms are isomorphisms of functors. Except that
this is a bad example as a transformation between functors between groupoids is
automatically an isomorphism!

Remark 30.3.003M Thus there are variants of the construction of Example 30.2 above
where we look at the 2-category of groupoids, or categories fibred in groupoids over
a fixed category, or stacks. And so on.

31. 2-fibre products

003O In this section we introduce 2-fibre products. Suppose that C is a 2-category. We
say that a diagram

w //

��

y

��
x // z

2-commutes if the two 1-morphisms w → y → z and w → x→ z are 2-isomorphic.
In a 2-category it is more natural to ask for 2-commutativity of diagrams than for
actually commuting diagrams. (Indeed, some may say that we should not work with
strict 2-categories at all, and in a “weak” 2-category the notion of a commutative
diagram of 1-morphisms does not even make sense.) Correspondingly the notion of
a fibre product has to be adjusted.

https://stacks.math.columbia.edu/tag/003I
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Let C be a 2-category. Let x, y, z ∈ Ob(C) and f ∈ MorC(x, z) and g ∈ MorC(y, z).
In order to define the 2-fibre product of f and g we are going to look at 2-
commutative diagrams

w
a
//

b

��

x

f

��
y

g // z.

Now in the case of categories, the fibre product is a final object in the category of
such diagrams. Correspondingly a 2-fibre product is a final object in a 2-category
(see definition below). The 2-category of 2-commutative diagrams over f and g is
the 2-category defined as follows:

(1) Objects are quadruples (w, a, b, ϕ) as above where ϕ is an invertible 2-
morphism ϕ : f ◦ a→ g ◦ b,

(2) 1-morphisms from (w′, a′, b′, ϕ′) to (w, a, b, ϕ) are given by (k : w′ → w,α :
a′ → a ◦ k, β : b′ → b ◦ k) such that

f ◦ a′
idf⋆α

//

ϕ′

��

f ◦ a ◦ k

ϕ⋆idk

��
g ◦ b′ idg⋆β // g ◦ b ◦ k

is commutative,
(3) given a second 1-morphism (k′, α′, β′) : (w′′, a′′, b′′, ϕ′′)→ (w′, α′, β′, ϕ′) the

composition of 1-morphisms is given by the rule

(k, α, β) ◦ (k′, α′, β′) = (k ◦ k′, (α ⋆ idk′) ◦ α′, (β ⋆ idk′) ◦ β′),

(4) a 2-morphism between 1-morphisms (ki, αi, βi), i = 1, 2 with the same
source and target is given by a 2-morphism δ : k1 → k2 such that

a′

α2 ""

α1
// a ◦ k1

ida⋆δ

��

b ◦ k1

idb⋆δ

��

b′
β1

oo

β2}}
a ◦ k2 b ◦ k2

commute,
(5) vertical composition of 2-morphisms is given by vertical composition of the

morphisms δ in C, and
(6) horizontal composition of the diagram

(w′′, a′′, b′′, ϕ′′)
(k′

1,α
′
1,β

′
1) --

(k′
2,α

′
2,β

′
2)
11�� δ′ (w′, a′, b′, ϕ′)

(k1,α1,β1)
,,

(k2,α2,β2)
22�� δ (w, a, b, ϕ)

is given by the diagram

(w′′, a′′, b′′, ϕ′′)
(k1◦k′

1,(α1⋆idk′
1

)◦α′
1,(β1⋆idk′

1
)◦β′

1)
--

(k2◦k′
2,(α2⋆idk′

2
)◦α′

2,(β2⋆idk′
2

)◦β′
2)

11�� δ⋆δ′ (w, a, b, ϕ)
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Note that if C is actually a (2, 1)-category, the morphisms α and β in (2) above
are automatically also isomorphisms6. In addition the 2-category of 2-commutative
diagrams is also a (2, 1)-category if C is a (2, 1)-category.
Definition 31.1.003P A final object of a (2, 1)-category C is an object x such that

(1) for every y ∈ Ob(C) there is a morphism y → x, and
(2) every two morphisms y → x are isomorphic by a unique 2-morphism.

Likely, in the more general case of 2-categories there are different flavours of final
objects. We do not want to get into this and hence we only define 2-fibre products
in the (2, 1)-case.
Definition 31.2.003Q Let C be a (2, 1)-category. Let x, y, z ∈ Ob(C) and f ∈
MorC(x, z) and g ∈ MorC(y, z). A 2-fibre product of f and g is a final object
in the category of 2-commutative diagrams described above. If a 2-fibre prod-
uct exists we will denote it x ×z y ∈ Ob(C), and denote the required morphisms
p ∈ MorC(x×z y, x) and q ∈ MorC(x×z y, y) making the diagram

x×z y
p //

q

��

x

f

��
y

g // z

2-commute and we will denote the given invertible 2-morphism exhibiting this by
ψ : f ◦ p→ g ◦ q.
Thus the following universal property holds: for any w ∈ Ob(C) and morphisms
a ∈ MorC(w, x) and b ∈ MorC(w, y) with a given 2-isomorphism ϕ : f ◦ a → g ◦ b
there is a γ ∈ MorC(w, x×z y) making the diagram

w

a

**
γ

((

b

  

x×z y p
//

q

��

x

f

��
y

g // z

2-commute such that for suitable choices of a→ p ◦ γ and b→ q ◦ γ the diagram
f ◦ a //

ϕ

��

f ◦ p ◦ γ

ψ⋆idγ

��
g ◦ b // g ◦ q ◦ γ

commutes. Moreover γ is unique up to isomorphism. Of course the exact properties
are finer than this. All of the cases of 2-fibre products that we will need later on
come from the following example of 2-fibre products in the 2-category of categories.
Example 31.3.003R Let A, B, and C be categories. Let F : A → C and G : B → C be
functors. We define a category A×C B as follows:

6In fact it seems in the 2-category case that one could define another 2-category of 2-
commutative diagrams where the direction of the arrows α, β is reversed, or even where the
direction of only one of them is reversed. This is why we restrict to (2, 1)-categories later on.

https://stacks.math.columbia.edu/tag/003P
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(1) an object of A ×C B is a triple (A,B, f), where A ∈ Ob(A), B ∈ Ob(B),
and f : F (A)→ G(B) is an isomorphism in C,

(2) a morphism (A,B, f)→ (A′, B′, f ′) is given by a pair (a, b), where a : A→
A′ is a morphism in A, and b : B → B′ is a morphism in B such that the
diagram

F (A) f //

F (a)
��

G(B)

G(b)
��

F (A′) f ′
// G(B′)

is commutative.
Moreover, we define functors p : A×C B → A and q : A×C B → B by setting

p(A,B, f) = A, q(A,B, f) = B,

in other words, these are the forgetful functors. We define a transformation of
functors ψ : F ◦ p → G ◦ q. On the object ξ = (A,B, f) it is given by ψξ = f :
F (p(ξ)) = F (A)→ G(B) = G(q(ξ)).

Lemma 31.4.02X9 In the (2, 1)-category of categories 2-fibre products exist and are
given by the construction of Example 31.3.

Proof. Let us check the universal property: let W be a category, let a : W → A
and b :W → B be functors, and let t : F ◦a→ G◦ b be an isomorphism of functors.

Consider the functor γ : W → A ×C B given by W 7→ (a(W ), b(W ), tW ). (Check
this is a functor omitted.) Moreover, consider α : a → p ◦ γ and β : b → q ◦ γ
obtained from the identities p ◦ γ = a and q ◦ γ = b. Then it is clear that (γ, α, β)
is a morphism from (W,a, b, t) to (A×C B, p, q, ψ).

Let (k, α′, β′) : (W,a, b, t) → (A ×C B, p, q, ψ) be a second such morphism. For an
objectW ofW let us write k(W ) = (ak(W ), bk(W ), tk,W ). Hence p(k(W )) = ak(W )
and so on. The map α′ corresponds to functorial maps α′ : a(W ) → ak(W ).
Since we are working in the (2, 1)-category of categories, in fact each of the maps
a(W ) → ak(W ) is an isomorphism. We can use these (and their counterparts
b(W )→ bk(W )) to get isomorphisms

δW : γ(W ) = (a(W ), b(W ), tW ) −→ (ak(W ), bk(W ), tk,W ) = k(W ).

It is straightforward to show that δ defines a 2-isomorphism between γ and k in
the 2-category of 2-commutative diagrams as desired. □

Remark 31.5.06RL Let A, B, and C be categories. Let F : A → C and G : B → C
be functors. Another, slightly more symmetrical, construction of a 2-fibre product
A ×C B is as follows. An object is a quintuple (A,B,C, a, b) where A,B,C are
objects of A,B, C and where a : F (A) → C and b : G(B) → C are isomorphisms.
A morphism (A,B,C, a, b) → (A′, B′, C ′, a′, b′) is given by a triple of morphisms
A→ A′, B → B′, C → C ′ compatible with the morphisms a, b, a′, b′. We can prove
directly that this leads to a 2-fibre product. However, it is easier to observe that
the functor (A,B,C, a, b) 7→ (A,B, b−1 ◦ a) gives an equivalence from the category
of quintuples to the category constructed in Example 31.3.

https://stacks.math.columbia.edu/tag/02X9
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Lemma 31.6.02XA Let
Y

I

��

K

��
X H //

L

  

Z
M

��

B

G
��

A F // C
be a 2-commutative diagram of categories. A choice of isomorphisms α : G ◦K →
M ◦ I and β : M ◦H → F ◦ L determines a morphism

X ×Z Y −→ A×C B

of 2-fibre products associated to this situation.

Proof. Just use the functor

(X,Y, ϕ) 7−→ (L(X),K(Y ), α−1
Y ◦M(ϕ) ◦ β−1

X )

on objects and
(a, b) 7−→ (L(a),K(b))

on morphisms. □

Lemma 31.7.02XB Assumptions as in Lemma 31.6.
(1) If K and L are faithful then the morphism X ×Z Y → A×C B is faithful.
(2) If K and L are fully faithful and M is faithful then the morphism X×ZY →
A×C B is fully faithful.

(3) If K and L are equivalences and M is fully faithful then the morphism
X ×Z Y → A×C B is an equivalence.

Proof. Let (X,Y, ϕ) and (X ′, Y ′, ϕ′) be objects of X ×Z Y. Set Z = H(X) and
identify it with I(Y ) via ϕ. Also, identify M(Z) with F (L(X)) via αX and identify
M(Z) with G(K(Y )) via βY . Similarly for Z ′ = H(X ′) and M(Z ′). The map on
morphisms is the map

MorX (X,X ′)×MorZ (Z,Z′) MorY(Y, Y ′)

��
MorA(L(X), L(X ′))×MorC(M(Z),M(Z′)) MorB(K(Y ),K(Y ′))

Hence parts (1) and (2) follow. Moreover, if K and L are equivalences and M is
fully faithful, then any object (A,B, ϕ) is in the essential image for the following
reasons: Pick X, Y such that L(X) ∼= A and K(Y ) ∼= B. Then the fully faithfulness
of M guarantees that we can find an isomorphism H(X) ∼= I(Y ). Some details
omitted. □

Lemma 31.8.02XC Let

A

��

C

�� ��

E

��
B D

https://stacks.math.columbia.edu/tag/02XA
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be a diagram of categories and functors. Then there is a canonical isomorphism

(A×B C)×D E ∼= A×B (C ×D E)

of categories.

Proof. Just use the functor

((A,C, ϕ), E, ψ) 7−→ (A, (C,E, ψ), ϕ)

if you know what I mean. □

Henceforth we do not write the parentheses when dealing with fibre products of
more than 2 categories.

Lemma 31.9.04S7 Let

A

��

C

��   

E

��
B

F ��

D

G~~
F

be a commutative diagram of categories and functors. Then there is a canonical
functor

pr02 : A×B C ×D E −→ A×F E
of categories.

Proof. If we write A×B C ×D E as (A×B C)×D E then we can just use the functor

((A,C, ϕ), E, ψ) 7−→ (A,E,G(ψ) ◦ F (ϕ))

if you know what I mean. □

Lemma 31.10.02XD Let
A → B ← C ← D

be a diagram of categories and functors. Then there is a canonical isomorphism

A×B C ×C D ∼= A×B D

of categories.

Proof. Omitted. □

We claim that this means you can work with these 2-fibre products just like with
ordinary fibre products. Here are some further lemmas that actually come up later.

Lemma 31.11.02XE Let
C3 //

��

S

∆
��

C1 × C2
G1×G2 // S × S

be a 2-fibre product of categories. Then there is a canonical isomorphism C3 ∼=
C1 ×G1,S,G2 C2.

https://stacks.math.columbia.edu/tag/04S7
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Proof. We may assume that C3 is the category (C1 × C2) ×S×S S constructed in
Example 31.3. Hence an object is a triple ((X1, X2), S, ϕ) where ϕ = (ϕ1, ϕ2) :
(G1(X1), G2(X2)) → (S, S) is an isomorphism. Thus we can associate to this the
triple (X1, X2, ϕ

−1
2 ◦ ϕ1). Conversely, if (X1, X2, ψ) is an object of C1 ×G1,S,G2 C2,

then we can associate to this the triple ((X1, X2), G2(X2), (ψ, idG2(X2))). We claim
these constructions given mutually inverse functors. We omit describing how to
deal with morphisms and showing they are mutually inverse. □

Lemma 31.12.02XF Let
C′ //

��

S

∆
��

C G1×G2// S × S
be a 2-fibre product of categories. Then there is a canonical isomorphism

C′ ∼= (C ×G1,S,G2 C)×(p,q),C×C,∆ C.
Proof. An object of the right hand side is given by ((C1, C2, ϕ), C3, ψ) where ϕ :
G1(C1)→ G2(C2) is an isomorphism and ψ = (ψ1, ψ2) : (C1, C2)→ (C3, C3) is an
isomorphism. Hence we can associate to this the triple (C3, G1(C1), (G1(ψ−1

1 ), ϕ−1◦
G2(ψ−1

2 ))) which is an object of C′. Details omitted. □

Lemma 31.13.04Z1 Let A → C, B → C and C → D be functors between categories.
Then the diagram

A×C B

��

// A×D B

��
C

∆C/D //// C ×D C
is a 2-fibre product diagram.
Proof. Omitted. □

Lemma 31.14.04YR Let
U

��

// V

��
X // Y

be a 2-fibre product of categories. Then the diagram
U

��

// U ×V U

��
X // X ×Y X

is 2-cartesian.
Proof. This is a purely 2-category theoretic statement, valid in any (2, 1)-category
with 2-fibre products. Explicitly, it follows from the following chain of equivalences:

X ×(X ×Y X ) (U ×V U) = X ×(X ×Y X ) ((X ×Y V)×V (X ×Y V))
= X ×(X ×Y X ) (X ×Y X ×Y V)
= X ×Y V = U

https://stacks.math.columbia.edu/tag/02XF
https://stacks.math.columbia.edu/tag/04Z1
https://stacks.math.columbia.edu/tag/04YR


CATEGORIES 65

see Lemmas 31.8 and 31.10. □

32. Categories over categories

02XG In this section we have a functor p : S → C. We think of S as being on top and of
C as being at the bottom. To make sure that everybody knows what we are talking
about we define the 2-category of categories over C.

Definition 32.1.003Y Let C be a category. The 2-category of categories over C is the
2-category defined as follows:

(1) Its objects will be functors p : S → C.
(2) Its 1-morphisms (S, p) → (S ′, p′) will be functors G : S → S ′ such that

p′ ◦G = p.
(3) Its 2-morphisms t : G → H for G,H : (S, p) → (S ′, p′) will be morphisms

of functors such that p′(tx) = idp(x) for all x ∈ Ob(S).
In this situation we will denote

MorCat/C(S,S ′)
the category of 1-morphisms between (S, p) and (S ′, p′)

In this 2-category we define horizontal and vertical composition exactly as is done
for Cat in Section 28. The axioms of a 2-category are satisfied for the same reason
that the hold in Cat. To see this one can also use that the axioms hold in Cat and
verify things such as “vertical composition of 2-morphisms over C gives another
2-morphism over C”. This is clear.
Analogously to the fibre of a map of spaces, we have the notion of a fibre category,
and some notions of lifting associated to this situation.

Definition 32.2.02XH Let C be a category. Let p : S → C be a category over C.
(1) The fibre category over an object U ∈ Ob(C) is the category SU with objects

Ob(SU ) = {x ∈ Ob(S) : p(x) = U}
and morphisms

MorSU
(x, y) = {ϕ ∈ MorS(x, y) : p(ϕ) = idU}.

(2) A lift of an object U ∈ Ob(C) is an object x ∈ Ob(S) such that p(x) = U ,
i.e., x ∈ Ob(SU ). We will also sometime say that x lies over U .

(3) Similarly, a lift of a morphism f : V → U in C is a morphism ϕ : y → x in
S such that p(ϕ) = f . We sometimes say that ϕ lies over f .

There are some observations we could make here. For example if F : (S, p) →
(S ′, p′) is a 1-morphism of categories over C, then F induces functors of fibre cate-
gories F : SU → S ′

U . Similarly for 2-morphisms.
Here is the obligatory lemma describing the 2-fibre product in the (2, 1)-category
of categories over C.

Lemma 32.3.0040 Let C be a category. The (2, 1)-category of categories over C has 2-
fibre products. Suppose that F : X → S and G : Y → S are morphisms of categories
over C. An explicit 2-fibre product X ×S Y is given by the following description

(1) an object of X ×S Y is a quadruple (U, x, y, f), where U ∈ Ob(C), x ∈
Ob(XU ), y ∈ Ob(YU ), and f : F (x)→ G(y) is an isomorphism in SU ,

https://stacks.math.columbia.edu/tag/003Y
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(2) a morphism (U, x, y, f) → (U ′, x′, y′, f ′) is given by a pair (a, b), where
a : x → x′ is a morphism in X , and b : y → y′ is a morphism in Y such
that
(a) a and b induce the same morphism U → U ′, and
(b) the diagram

F (x) f //

F (a)
��

G(y)

G(b)
��

F (x′) f ′
// G(y′)

is commutative.
The functors p : X ×S Y → X and q : X ×S Y → Y are the forgetful functors in this
case. The transformation ψ : F ◦ p → G ◦ q is given on the object ξ = (U, x, y, f)
by ψξ = f : F (p(ξ)) = F (x)→ G(y) = G(q(ξ)).

Proof. Let us check the universal property: let pW : W → C be a category over
C, let X : W → X and Y : W → Y be functors over C, and let t : F ◦X → G ◦ Y
be an isomorphism of functors over C. The desired functor γ : W → X ×S Y is
given by W 7→ (pW(W ), X(W ), Y (W ), tW ). Details omitted; compare with Lemma
31.4. □

Example 32.4.0H2D The constructions of 2-fibre products of categories over categories
given in Lemma 32.3 and of categories in Lemma 31.4 (as in Example 31.3) produce
non-equivalent outputs in general. Namely, let S be the groupoid category with one
object and two arrows, and let X be the discrete category with one object. Taking
the 2-fibre product X ×S X as categories yields the discrete category with two
objects. However, if we view all of these as categories over S, the 2-fiber product
X ×SX as categories over S is the discrete category with one object. The difference
is that (in the notation of Lemma 32.3), we were allowed to choose any comparison
isomorphism f in the first situation, but could only choose the identity arrow in
the second situation.

Lemma 32.5.02XI Let C be a category. Let f : X → S and g : Y → S be morphisms
of categories over C. For any object U of C we have the following identity of fibre
categories

(X ×S Y)U = XU ×SU
YU

Proof. Omitted. □

33. Fibred categories

02XJ A very brief discussion of fibred categories is warranted.

Let p : S → C be a category over C. Given an object x ∈ S with p(x) = U , and
given a morphism f : V → U , we can try to take some kind of “fibre product
V ×U x” (or a base change of x via V → U). Namely, a morphism from an object
z ∈ S into “V ×U x” should be given by a pair (φ, g), where φ : z → x, g : p(z)→ V
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such that p(φ) = f ◦ g. Pictorially:

z

p

��

? //

p

��

x

p

��
p(z) // V

f // U

If such a morphism V ×U x → x exists then it is called a strongly cartesian mor-
phism.

Definition 33.1.02XK Let C be a category. Let p : S → C be a category over C. A
strongly cartesian morphism, or more precisely a strongly C-cartesian morphism is
a morphism φ : y → x of S such that for every z ∈ Ob(S) the map

MorS(z, y) −→ MorS(z, x)×MorC(p(z),p(x)) MorC(p(z), p(y)),

given by ψ 7−→ (φ ◦ ψ, p(ψ)) is bijective.

Note that by the Yoneda Lemma 3.5, given x ∈ Ob(S) lying over U ∈ Ob(C) and
the morphism f : V → U of C, if there is a strongly cartesian morphism φ : y → x
with p(φ) = f , then (y, φ) is unique up to unique isomorphism. This is clear from
the definition above, as the functor

z 7−→ MorS(z, x)×MorC(p(z),U) MorC(p(z), V )

only depends on the data (x, U, f : V → U). Hence we will sometimes use V ×U x→
x or f∗x→ x to denote a strongly cartesian morphism which is a lift of f .

Lemma 33.2.02XL Let C be a category. Let p : S → C be a category over C.
(1) The composition of two strongly cartesian morphisms is strongly cartesian.
(2) Any isomorphism of S is strongly cartesian.
(3) Any strongly cartesian morphism φ such that p(φ) is an isomorphism, is

an isomorphism.

Proof. Proof of (1). Let φ : y → x and ψ : z → y be strongly cartesian. Let t be
an arbitrary object of S. Then we have

MorS(t, z)
= MorS(t, y)×MorC(p(t),p(y)) MorC(p(t), p(z))
= MorS(t, x)×MorC(p(t),p(x)) MorC(p(t), p(y))×MorC(p(t),p(y)) MorC(p(t), p(z))
= MorS(t, x)×MorC(p(t),p(x)) MorC(p(t), p(z))

hence z → x is strongly cartesian.

Proof of (2). Let y → x be an isomorphism. Then p(y) → p(x) is an isomor-
phism too. Hence MorC(p(z), p(y)) → MorC(p(z), p(x)) is a bijection. Hence
MorS(z, x) ×MorC(p(z),p(x)) MorC(p(z), p(y)) is bijective to MorS(z, x). Hence the
displayed map of Definition 33.1 is a bijection as y → x is an isomorphism, and we
conclude that y → x is strongly cartesian.

Proof of (3). Assume φ : y → x is strongly cartesian with p(φ) : p(y) → p(x) an
isomorphism. Applying the definition with z = x shows that (idx, p(φ)−1) comes
from a unique morphism χ : x→ y. We omit the verification that χ is the inverse
of φ. □
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Lemma 33.3.09WU Let F : A → B and G : B → C be composable functors between
categories. Let x → y be a morphism of A. If x → y is strongly B-cartesian and
F (x)→ F (y) is strongly C-cartesian, then x→ y is strongly C-cartesian.

Proof. This follows directly from the definition. □

Lemma 33.4.06N4 Let C be a category. Let p : S → C be a category over C. Let x→ y
and z → y be morphisms of S. Assume

(1) x→ y is strongly cartesian,
(2) p(x)×p(y) p(z) exists, and
(3) there exists a strongly cartesian morphism a : w → z in S with p(w) =

p(x)×p(y) p(z) and p(a) = pr2 : p(x)×p(y) p(z)→ p(z).
Then the fibre product x×y z exists and is isomorphic to w.

Proof. Since x→ y is strongly cartesian there exists a unique morphism b : w → x
such that p(b) = pr1. To see that w is the fibre product we compute

MorS(t, w)
= MorS(t, z)×MorC(p(t),p(z)) MorC(p(t), p(w))
= MorS(t, z)×MorC(p(t),p(z)) (MorC(p(t), p(x))×MorC(p(t),p(y)) MorC(p(t), p(z)))
= MorS(t, z)×MorC(p(t),p(y)) MorC(p(t), p(x))
= MorS(t, z)×MorS (t,y) MorS(t, y)×MorC(p(t),p(y)) MorC(p(t), p(x))
= MorS(t, z)×MorS (t,y) MorS(t, x)

as desired. The first equality holds because a : w → z is strongly cartesian and the
last equality holds because x→ y is strongly cartesian. □

Definition 33.5.02XM Let C be a category. Let p : S → C be a category over C. We
say S is a fibred category over C if given any x ∈ Ob(S) lying over U ∈ Ob(C) and
any morphism f : V → U of C, there exists a strongly cartesian morphism f∗x→ x
lying over f .

Assume p : S → C is a fibred category. For every f : V → U and x ∈ Ob(SU )
as in the definition we may choose a strongly cartesian morphism f∗x → x lying
over f . By the axiom of choice we may choose f∗x → x for all f : V → U = p(x)
simultaneously. We claim that for every morphism ϕ : x→ x′ in SU and f : V → U
there is a unique morphism f∗ϕ : f∗x→ f∗x′ in SV such that

f∗x
f∗ϕ
//

��

f∗x′

��
x

ϕ // x′

commutes. Namely, the arrow exists and is unique because f∗x′ → x′ is strongly
cartesian. The uniqueness of this arrow guarantees that f∗ (now also defined on
morphisms) is a functor f∗ : SU → SV .

Definition 33.6.02XN Assume p : S → C is a fibred category.
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(1) A choice of pullbacks7 for p : S → C is given by a choice of a strongly
cartesian morphism f∗x→ x lying over f for any morphism f : V → U of
C and any x ∈ Ob(SU ).

(2) Given a choice of pullbacks, for any morphism f : V → U of C the functor
f∗ : SU → SV described above is called a pullback functor (associated to
the choices f∗x→ x made above).

Of course we may always assume our choice of pullbacks has the property that
id∗
Ux = x, although in practice this is a useless property without imposing further

assumptions on the pullbacks.
Lemma 33.7.02XO Assume p : S → C is a fibred category. Assume given a choice of
pullbacks for p : S → C.

(1) For any pair of composable morphisms f : V → U , g : W → V there is a
unique isomorphism

αg,f : (f ◦ g)∗ −→ g∗ ◦ f∗

as functors SU → SW such that for every y ∈ Ob(SU ) the following diagram
commutes

g∗f∗y // f∗y

��
(f ◦ g)∗y //

(αg,f )y

OO

y

(2) If f = idU , then there is a canonical isomorphism αU : id → (idU )∗ as
functors SU → SU .

(3) The quadruple (U 7→ SU , f 7→ f∗, αg,f , αU ) defines a pseudo functor from
Copp to the (2, 1)-category of categories, see Definition 29.5.

Proof. In fact, it is clear that the commutative diagram of part (1) uniquely de-
termines the morphism (αg,f )y in the fibre category SW . It is an isomorphism
since both the morphism (f ◦ g)∗y → y and the composition g∗f∗y → f∗y → y
are strongly cartesian morphisms lifting f ◦ g (see discussion following Definition
33.1 and Lemma 33.2). In the same way, since idx : x → x is clearly strongly
cartesian over idU (with U = p(x)) we see that there exists an isomorphism
(αU )x : x→ (idU )∗x. (Of course we could have assumed beforehand that f∗x = x
whenever f is an identity morphism, but it is better for the sake of generality
not to assume this.) We omit the verification that αg,f and αU so obtained are
transformations of functors. We also omit the verification of (3). □

Lemma 33.8.042G Let C be a category. Let S1, S2 be categories over C. Suppose that
S1 and S2 are equivalent as categories over C. Then S1 is fibred over C if and only
if S2 is fibred over C.
Proof. Denote pi : Si → C the given functors. Let F : S1 → S2, G : S2 → S1 be
functors over C, and let i : F ◦ G → idS2 , j : G ◦ F → idS1 be isomorphisms of
functors over C. We claim that in this case F maps strongly cartesian morphisms to
strongly cartesian morphisms. Namely, suppose that φ : y → x is strongly cartesian

7This is probably nonstandard terminology. In some texts this is called a “cleavage” but it
conjures up the wrong image. Maybe a “cleaving” would be a better word. A related notion
is that of a “splitting”, but in many texts a “splitting” means a choice of pullbacks such that
g∗f∗ = (f ◦ g)∗ for any composable pair of morphisms. Compare also with Definition 36.2.
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in S1. Set f : V → U equal to p1(φ). Suppose that z′ ∈ Ob(S2), with W = p2(z′),
and we are given g : W → V and ψ′ : z′ → F (x) such that p2(ψ′) = f ◦ g. Then

ψ = j ◦G(ψ′) : G(z′)→ G(F (x))→ x

is a morphism in S1 with p1(ψ) = f ◦ g. Hence by assumption there exists a unique
morphism ξ : G(z′) → y lying over g such that ψ = φ ◦ ξ. This in turn gives a
morphism

ξ′ = F (ξ) ◦ i−1 : z′ → F (G(z′))→ F (y)
lying over g with ψ′ = F (φ) ◦ ξ′. We omit the verification that ξ′ is unique. □

The conclusion from Lemma 33.8 is that equivalences map strongly cartesian mor-
phisms to strongly cartesian morphisms. But this may not be the case for an
arbitrary functor between fibred categories over C. Hence we define the 2-category
of fibred categories as follows.

Definition 33.9.02XP Let C be a category. The 2-category of fibred categories over
C is the sub 2-category of the 2-category of categories over C (see Definition 32.1)
defined as follows:

(1) Its objects will be fibred categories p : S → C.
(2) Its 1-morphisms (S, p) → (S ′, p′) will be functors G : S → S ′ such that

p′ ◦G = p and such that G maps strongly cartesian morphisms to strongly
cartesian morphisms.

(3) Its 2-morphisms t : G → H for G,H : (S, p) → (S ′, p′) will be morphisms
of functors such that p′(tx) = idp(x) for all x ∈ Ob(S).

In this situation we will denote

MorFib/C(S,S ′)

the category of 1-morphisms between (S, p) and (S ′, p′)

Note the condition on 1-morphisms. Note also that this is a true 2-category and not
a (2, 1)-category. Hence when taking 2-fibre products we first pass to the associated
(2, 1)-category.

Lemma 33.10.02XQ Let C be a category. The (2, 1)-category of fibred categories over
C has 2-fibre products, and they are described as in Lemma 32.3.

Proof. Basically what one has to show here is that given F : X → S andG : Y → S
morphisms of fibred categories over C, then the category X×SY described in Lemma
32.3 is fibred. Let us show that X ×S Y has plenty of strongly cartesian morphisms.
Namely, suppose we have (U, x, y, ϕ) an object of X ×S Y. And suppose f : V → U
is a morphism in C. Choose strongly cartesian morphisms a : f∗x → x in X lying
over f and b : f∗y → y in Y lying over f . By assumption F (a) and G(b) are strongly
cartesian. Since ϕ : F (x)→ G(y) is an isomorphism, by the uniqueness of strongly
cartesian morphisms we find a unique isomorphism f∗ϕ : F (f∗x) → G(f∗y) such
that G(b) ◦ f∗ϕ = ϕ ◦ F (a). In other words (a, b) : (V, f∗x, f∗y, f∗ϕ)→ (U, x, y, ϕ)
is a morphism in X ×S Y. We omit the verification that this is a strongly cartesian
morphism (and that these are in fact the only strongly cartesian morphisms). □

Lemma 33.11.02XR Let C be a category. Let U ∈ Ob(C). If p : S → C is a fibred
category and p factors through p′ : S → C/U then p′ : S → C/U is a fibred category.
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Proof. Suppose that φ : x′ → x is strongly cartesian with respect to p. We
claim that φ is strongly cartesian with respect to p′ also. Set g = p′(φ), so that
g : V ′/U → V/U for some morphisms f : V → U and f ′ : V ′ → U . Let z ∈ Ob(S).
Set p′(z) = (W → U). To show that φ is strongly cartesian for p′ we have to show

MorS(z, x′) −→ MorS(z, x)×MorC/U (W/U,V/U) MorC/U (W/U, V ′/U),

given by ψ′ 7−→ (φ ◦ ψ′, p′(ψ′)) is bijective. Suppose given an element (ψ, h) of
the right hand side, then in particular g ◦ h = p(ψ), and by the condition that φ
is strongly cartesian we get a unique morphism ψ′ : z → x′ with ψ = φ ◦ ψ′ and
p(ψ′) = h. OK, and now p′(ψ′) : W/U → V/U is a morphism whose corresponding
map W → V is h, hence equal to h as a morphism in C/U . Thus ψ′ is a unique
morphism z → x′ which maps to the given pair (ψ, h). This proves the claim.
Finally, suppose given g : V ′/U → V/U and x with p′(x) = V/U . Since p : S → C is
a fibred category we see there exists a strongly cartesian morphism φ : x′ → x with
p(φ) = g. By the same argument as above it follows that p′(φ) = g : V ′/U → V/U .
And as seen above the morphism φ is strongly cartesian. Thus the conditions of
Definition 33.5 are satisfied and we win. □

Lemma 33.12.09WV Let A → B → C be functors between categories. If A is fibred
over B and B is fibred over C, then A is fibred over C.

Proof. This follows from the definitions and Lemma 33.3. □

Lemma 33.13.06N5 Let p : S → C be a fibred category. Let x → y and z → y be
morphisms of S with x→ y strongly cartesian. If p(x)×p(y) p(z) exists, then x×y z
exists, p(x×y z) = p(x)×p(y) p(z), and x×y z → z is strongly cartesian.

Proof. Pick a strongly cartesian morphism pr∗
2z → z lying over pr2 : p(x) ×p(y)

p(z)→ p(z). Then pr∗
2z = x×y z by Lemma 33.4. □

Lemma 33.14.08NF Let C be a category. Let F : X → Y be a 1-morphism of fibred
categories over C. There exist 1-morphisms of fibred categories over C

X
u // X ′ v //
w
oo Y

such that F = v ◦ u and such that
(1) u : X → X ′ is fully faithful,
(2) w is left adjoint to u, and
(3) v : X ′ → Y is a fibred category.

Proof. Denote p : X → C and q : Y → C the structure functors. We construct
X ′ explicitly as follows. An object of X ′ is a quadruple (U, x, y, f) where x ∈
Ob(XU ), y ∈ Ob(YU ) and f : y → F (x) is a morphism in YU . A morphism
(a, b) : (U, x, y, f) → (U ′, x′, y′, f ′) is given by a : x → x′ and b : y → y′ with
p(a) = q(b) : U → U ′ and such that f ′ ◦ b = F (a) ◦ f .
Let us make a choice of pullbacks for both p and q and let us use the same notation
to indicate them. Let (U, x, y, f) be an object and let h : V → U be a morphism.
Consider the morphism c : (V, h∗x, h∗y, h∗f) → (U, x, y, f) coming from the given
strongly cartesian maps h∗x→ x and h∗y → y. We claim c is strongly cartesian in
X ′ over C. Namely, suppose we are given an object (W,x′, y′, f ′) of X ′, a morphism
(a, b) : (W,x′, y′, f ′) → (U, x, y, f) lying over W → U , and a factorization W →
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V → U of W → U through h. As h∗x→ x and h∗y → y are strongly cartesian we
obtain morphisms a′ : x′ → h∗x and b′ : y′ → h∗y lying over the given morphism
W → V . Consider the diagram

y′

f ′

��

// h∗y //

h∗f

��

y

f

��
F (x′) // F (h∗x) // F (x)

The outer rectangle and the right square commute. Since F is a 1-morphism of
fibred categories the morphism F (h∗x) → F (x) is strongly cartesian. Hence the
left square commutes by the universal property of strongly cartesian morphisms.
This proves that X ′ is fibred over C.
The functor u : X → X ′ is given by x 7→ (p(x), x, F (x), id). This is fully faithful.
The functor X ′ → Y is given by (U, x, y, f) 7→ y. The functor w : X ′ → X is given
by (U, x, y, f) 7→ x. Each of these functors is a 1-morphism of fibred categories over
C by our description of strongly cartesian morphisms of X ′ over C. Adjointness of
w and u means that

MorX (x, x′) = MorX ′((U, x, y, f), (p(x′), x′, F (x′), id)),
which follows immediately from the definitions.
Finally, we have to show that X ′ → Y is a fibred category. Let c : y′ → y be a
morphism in Y and let (U, x, y, f) be an object of X ′ lying over y. Set V = q(y′) and
let h = q(c) : V → U . Let a : h∗x → x and b : h∗y → y be the strongly cartesian
morphisms covering h. Since F is a 1-morphism of fibred categories we may identify
h∗F (x) = F (h∗x) with strongly cartesian morphism F (a) : F (h∗x) → F (x). By
the universal property of b : h∗y → y there is a morphism c′ : y′ → h∗y in YV such
that c = b ◦ c′. We claim that

(a, c) : (V, h∗x, y′, h∗f ◦ c′) −→ (U, x, y, f)
is strongly cartesian in X ′ over Y. To see this let (W,x1, y1, f1) be an object of X ′,
let (a1, b1) : (W,x1, y1, f1)→ (U, x, y, f) be a morphism and let b1 = c ◦ b′

1 for some
morphism b′

1 : y1 → y′. Then
(a′

1, b
′
1) : (W,x1, y1, f1) −→ (V, h∗x, y′, h∗f ◦ c′)

(where a′
1 : x1 → h∗x is the unique morphism lying over the given morphism

q(b′
1) : W → V such that a1 = a ◦ a′

1) is the desired morphism. □

34. Inertia

04Z2 Given fibred categories p : S → C and p′ : S ′ → C over a category C and a
1-morphism F : S → S ′ we have the diagonal morphism

∆ = ∆S/S′ : S −→ S ×S′ S
in the (2, 1)-category of fibred categories over C.

Lemma 34.1.034H Let C be a category. Let p : S → C and p′ : S ′ → C be fibred
categories. Let F : S → S ′ be a 1-morphism of fibred categories over C. Consider
the category IS/S′ over C whose

(1) objects are pairs (x, α) where x ∈ Ob(S) and α : x→ x is an automorphism
with F (α) = id,
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(2) morphisms (x, α)→ (y, β) are given by morphisms ϕ : x→ y such that
x

ϕ
//

α

��

y

β

��
x

ϕ // y

commutes, and
(3) the functor IS/S′ → C is given by (x, α) 7→ p(x).

Then
(1) there is an equivalence

IS/S′ −→ S ×∆,(S×S′ S),∆ S

in the (2, 1)-category of categories over C, and
(2) IS/S′ is a fibred category over C.

Proof. Note that (2) follows from (1) by Lemmas 33.10 and 33.8. Thus it suffices
to prove (1). We will use without further mention the construction of the 2-fibre
product from Lemma 33.10. In particular an object of S ×∆,(S×S′ S),∆ S is a triple
(x, y, (ι, κ)) where x and y are objects of S, and (ι, κ) : (x, x, idF (x))→ (y, y, idF (y))
is an isomorphism in S ×S′ S. This just means that ι, κ : x→ y are isomorphisms
and that F (ι) = F (κ). Consider the functor

IS/S′ −→ S ×∆,(S×S′ S),∆ S

which to an object (x, α) of the left hand side assigns the object (x, x, (α, idx)) of
the right hand side and to a morphism ϕ of the left hand side assigns the morphism
(ϕ, ϕ) of the right hand side. We claim that a quasi-inverse to that morphism is
given by the functor

S ×∆,(S×S′ S),∆ S −→ IS/S′

which to an object (x, y, (ι, κ)) of the left hand side assigns the object (x, κ−1 ◦ ι) of
the right hand side and to a morphism (ϕ, ϕ′) : (x, y, (ι, κ)) → (z, w, (λ, µ)) of the
left hand side assigns the morphism ϕ. Indeed, the endo-functor of IS/S′ induced
by composing the two functors above is the identity on the nose, and the endo-
functor induced on S ×∆,(S×S′ S),∆ S is isomorphic to the identity via the natural
isomorphism

(idx, κ) : (x, x, (κ−1 ◦ ι, idx)) −→ (x, y, (ι, κ)).
Some details omitted. □

Definition 34.2.034I Let C be a category.
(1) Let F : S → S ′ be a 1-morphism of fibred categories over C. The relative

inertia of S over S ′ is the fibred category IS/S′ → C of Lemma 34.1.
(2) By the inertia fibred category IS of S we mean IS = IS/C .

Note that there are canonical 1-morphisms
(34.2.1)042H IS/S′ −→ S and IS −→ S
of fibred categories over C. In terms of the description of Lemma 34.1 these simply
map the object (x, α) to the object x and the morphism ϕ : (x, α) → (y, β) to the
morphism ϕ : x→ y. There is also a neutral section
(34.2.2)04Z3 e : S → IS/S′ and e : S → IS
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defined by the rules x 7→ (x, idx) and (ϕ : x → y) 7→ ϕ. This is a right inverse to
(34.2.1). Given a 2-commutative square

S1

F1

��

G
// S2

F2

��
S ′

1
G′
// S ′

2

there are functoriality maps
(34.2.3)04Z4 IS1/S′

1
−→ IS2/S′

2
and IS1 −→ IS2

defined by the rules (x, α) 7→ (G(x), G(α)) and ϕ 7→ G(ϕ). In particular there is
always a comparison map
(34.2.4)04Z5 IS/S′ −→ IS

and all the maps above are compatible with this.

Lemma 34.3.04Z6 Let F : S → S ′ be a 1-morphism of categories fibred over a category
C. Then the diagram

IS/S′

F◦(34.2.1)
��

(34.2.4)
// IS

(34.2.3)
��

S ′ e // IS′

is a 2-fibre product.

Proof. Omitted. □

35. Categories fibred in groupoids

003S In this section we explain how to think about categories fibred in groupoids and we
see how they are basically the same as functors with values in the (2, 1)-category
of groupoids.

Definition 35.1.003T Let p : S → C be a functor. We say that S is fibred in groupoids
over C if the following two conditions hold:

(1) For every morphism f : V → U in C and every lift x of U there is a lift
ϕ : y → x of f with target x.

(2) For every pair of morphisms ϕ : y → x and ψ : z → x and any morphism
f : p(z)→ p(y) such that p(ϕ)◦f = p(ψ) there exists a unique lift χ : z → y
of f such that ϕ ◦ χ = ψ.

Condition (2) phrased differently says that applying the functor p gives a bijection
between the sets of dotted arrows in the following commutative diagram below:

y // x p(y) // p(x)

z

OO AA

p(z)

OO <<

Another way to think about the second condition is the following. Suppose that
g : W → V and f : V → U are morphisms in C. Let x ∈ Ob(SU ). By the first
condition we can lift f to ϕ : y → x and then we can lift g to ψ : z → y. Instead of
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doing this two step process we can directly lift g ◦ f to γ : z′ → x. This gives the
solid arrows in the diagram

(35.1.1)03WP

z′

��

γ

''
z

OO

ψ //

p

��

y
ϕ //

p

��

x

p

��
W

g // V
f // U

where the squiggly arrows represent not morphisms but the functor p. Applying
the second condition to the arrows ϕ ◦ ψ, γ and idW we conclude that there is a
unique morphism χ : z → z′ in SW such that γ ◦ χ = ϕ ◦ ψ. Similarly there is a
unique morphism z′ → z. The uniqueness implies that the morphisms z′ → z and
z → z′ are mutually inverse, in other words isomorphisms.

It should be clear from this discussion that a category fibred in groupoids is very
closely related to a fibred category. Here is the result.

Lemma 35.2.003V Let p : S → C be a functor. The following are equivalent
(1) p : S → C is a category fibred in groupoids, and
(2) all fibre categories are groupoids and S is a fibred category over C.

Moreover, in this case every morphism of S is strongly cartesian. In addition, given
f∗x→ x lying over f for all f : V → U = p(x) the data (U 7→ SU , f 7→ f∗, αf,g, αU )
constructed in Lemma 33.7 defines a pseudo functor from Copp in to the (2, 1)-
category of groupoids.

Proof. Assume p : S → C is fibred in groupoids. To show all fibre categories SU
for U ∈ Ob(C) are groupoids, we must exhibit for every f : y → x in SU an inverse
morphism. The diagram on the left (in SU ) is mapped by p to the diagram on the
right:

y
f // x U

idU // U

x

OO

idx

@@

U

OO

idU

??

Since only idU makes the diagram on the right commute, there is a unique g : x→ y
making the diagram on the left commute, so fg = idx. By a similar argument there
is a unique h : y → x so that gh = idy. Then fgh = f : y → x. We have fg = idx,
so h = f . Condition (2) of Definition 35.1 says exactly that every morphism of S is
strongly cartesian. Hence condition (1) of Definition 35.1 implies that S is a fibred
category over C.

Conversely, assume all fibre categories are groupoids and S is a fibred category
over C. We have to check conditions (1) and (2) of Definition 35.1. The first
condition follows trivially. Let ϕ : y → x, ψ : z → x and f : p(z) → p(y) such
that p(ϕ) ◦ f = p(ψ) be as in condition (2) of Definition 35.1. Write U = p(x),
V = p(y), W = p(z), p(ϕ) = g : V → U , p(ψ) = h : W → U . Choose a strongly
cartesian g∗x→ x lying over g. Then we get a morphism i : y → g∗x in SV , which
is therefore an isomorphism. We also get a morphism j : z → g∗x corresponding to
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the pair (ψ, f) as g∗x→ x is strongly cartesian. Then one checks that χ = i−1 ◦ j
is a solution.

We have seen in the proof of (1) ⇒ (2) that every morphism of S is strongly
cartesian. The final statement follows directly from Lemma 33.7. □

Lemma 35.3.03WQ Let C be a category. Let p : S → C be a fibred category. Let S ′ be
the subcategory of S defined as follows

(1) Ob(S ′) = Ob(S), and
(2) for x, y ∈ Ob(S ′) the set of morphisms between x and y in S ′ is the set of

strongly cartesian morphisms between x and y in S.

Let p′ : S ′ → C be the restriction of p to S ′. Then p′ : S ′ → C is fibred in groupoids.

Proof. Note that the construction makes sense since by Lemma 33.2 the identity
morphism of any object of S is strongly cartesian, and the composition of strongly
cartesian morphisms is strongly cartesian. The first lifting property of Definition
35.1 follows from the condition that in a fibred category given any morphism f :
V → U and x lying over U there exists a strongly cartesian morphism φ : y → x
lying over f . Let us check the second lifting property of Definition 35.1 for the
category p′ : S ′ → C over C. To do this we argue as in the discussion following
Definition 35.1. Thus in Diagram 35.1.1 the morphisms ϕ, ψ and γ are strongly
cartesian morphisms of S. Hence γ and ϕ◦ψ are strongly cartesian morphisms of S
lying over the same arrow of C and having the same target in S. By the discussion
following Definition 33.1 this means these two arrows are isomorphic as desired
(here we use also that any isomorphism in S is strongly cartesian, by Lemma 33.2
again). □

Example 35.4.003U A homomorphism of groups p : G → H gives rise to a functor
p : S → C as in Example 2.12. This functor p : S → C is fibred in groupoids if and
only if p is surjective. The fibre category SU over the (unique) object U ∈ Ob(C)
is the category associated to the kernel of p as in Example 2.6.

Given p : S → C, we can ask: if the fibre category SU is a groupoid for all U ∈
Ob(C), must S be fibred in groupoids over C? We can see the answer is no as follows.
Start with a category fibred in groupoids p : S → C. Altering the morphisms in
S which do not map to the identity morphism on some object does not alter the
categories SU . Hence we can violate the existence and uniqueness conditions on
lifts. One example is the functor from Example 35.4 when G→ H is not surjective.
Here is another example.

Example 35.5.02C4 Let Ob(C) = {A,B, T} and MorC(A,B) = {f}, MorC(B, T ) =
{g}, MorC(A, T ) = {h} = {gf}, plus the identity morphism for each object. See
the diagram below for a picture of this category. Now let Ob(S) = {A′, B′, T ′}
and MorS(A′, B′) = ∅, MorS(B′, T ′) = {g′}, MorS(A′, T ′) = {h′}, plus the identity
morphisms. The functor p : S → C is obvious. Then for every U ∈ Ob(C), SU
is the category with one object and the identity morphism on that object, so a
groupoid, but the morphism f : A → B cannot be lifted. Similarly, if we declare
MorS(A′, B′) = {f ′

1, f
′
2} and MorS(A′, T ′) = {h′} = {g′f ′

1} = {g′f ′
2}, then the fibre
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categories are the same and f : A→ B in the diagram below has two lifts.

B′ g′
// T ′ B

g // T

A′

??

OO

h′

>>

above

A

f

OO

gf=h

??

Later we would like to make assertions such as “any category fibred in groupoids
over C is equivalent to a split one”, or “any category fibred in groupoids whose
fibre categories are setlike is equivalent to a category fibred in sets”. The notion of
equivalence depends on the 2-category we are working with.

Definition 35.6.02XS Let C be a category. The 2-category of categories fibred in
groupoids over C is the sub 2-category of the 2-category of fibred categories over C
(see Definition 33.9) defined as follows:

(1) Its objects will be categories p : S → C fibred in groupoids.
(2) Its 1-morphisms (S, p) → (S ′, p′) will be functors G : S → S ′ such that

p′ ◦ G = p (since every morphism is strongly cartesian G automatically
preserves them).

(3) Its 2-morphisms t : G → H for G,H : (S, p) → (S ′, p′) will be morphisms
of functors such that p′(tx) = idp(x) for all x ∈ Ob(S).

Note that every 2-morphism is automatically an isomorphism! Hence this is actually
a (2, 1)-category and not just a 2-category. Here is the obligatory lemma on 2-fibre
products.

Lemma 35.7.0041 Let C be a category. The 2-category of categories fibred in groupoids
over C has 2-fibre products, and they are described as in Lemma 32.3.

Proof. By Lemma 33.10 the fibre product as described in Lemma 32.3 is a fibred
category. Hence it suffices to prove that the fibre categories are groupoids, see
Lemma 35.2. By Lemma 32.5 it is enough to show that the 2-fibre product of
groupoids is a groupoid, which is clear (from the construction in Lemma 31.4 for
example). □

Remark 35.8.0H2E Let C be a category. Let f : X → S and g : Y → S be 1-morphisms
of categories fibred in groupoids over C. Let p : S → C be the given functor. We
claim the 2-fibre product of Lemma 35.7 is canonically equivalent (as a category)
to the one in Example 31.3. Objects of the former are quadruples (U, x, y, α) where
p(α) = idU (see Lemma 32.3) and objects of the latter are triples (x, y, α) (see
Example 31.3). The equivalence between the two categories is given by the rules
(U, x, y, α) 7→ (x, y, α) and (x, y, α) 7→ (p(f(x)), x, y′, α′) where α′ = g(γ)−1 ◦α and
γ : y′ → y is a lift of the arrow p(α) : p(f(x))→ p(g(y)). Details omitted.

Lemma 35.9.003Z Let p : S → C and p′ : S ′ → C be categories fibred in groupoids,
and suppose that G : S → S ′ is a functor over C.

(1) Then G is faithful (resp. fully faithful, resp. an equivalence) if and only if
for each U ∈ Ob(C) the induced functor GU : SU → S ′

U is faithful (resp.
fully faithful, resp. an equivalence).

(2) If G is an equivalence, then G is an equivalence in the 2-category of cate-
gories fibred in groupoids over C.

https://stacks.math.columbia.edu/tag/02XS
https://stacks.math.columbia.edu/tag/0041
https://stacks.math.columbia.edu/tag/0H2E
https://stacks.math.columbia.edu/tag/003Z


CATEGORIES 78

Proof. Let x, y be objects of S lying over the same object U . Consider the com-
mutative diagram

MorS(x, y)

p
''

G
// MorS′(G(x), G(y))

p′
vv

MorC(U,U)

From this diagram it is clear that if G is faithful (resp. fully faithful) then so is
each GU .

Suppose G is an equivalence. For every object x′ of S ′ there exists an object x
of S such that G(x) is isomorphic to x′. Suppose that x′ lies over U ′ and x lies
over U . Then there is an isomorphism f : U ′ → U in C, namely, p′ applied to the
isomorphism x′ → G(x). By the axioms of a category fibred in groupoids there
exists an arrow f∗x → x of S lying over f . Hence there exists an isomorphism
α : x′ → G(f∗x) such that p′(α) = idU ′ (this time by the axioms for S ′). All in all
we conclude that for every object x′ of S ′ we can choose a pair (ox′ , αx′) consisting
of an object ox′ of S and an isomorphism αx′ : x′ → G(ox′) with p′(αx′) = idp′(x′).
From this point on we proceed as usual (see proof of Lemma 2.19) to produce an
inverse functor F : S ′ → S, by taking x′ 7→ ox′ and φ′ : x′ → y′ to the unique arrow
φφ′ : ox′ → oy′ with α−1

y′ ◦G(φφ′)◦αx′ = φ′. With these choices F is a functor over
C. We omit the verification that G◦F and F ◦G are 2-isomorphic to the respective
identity functors (in the 2-category of categories fibred in groupoids over C).

Suppose that GU is faithful (resp. fully faithful) for all U ∈ Ob(C). To show that G
is faithful (resp. fully faithful) we have to show for any objects x, y ∈ Ob(S) that G
induces an injection (resp. bijection) between MorS(x, y) and MorS′(G(x), G(y)).
Set U = p(x) and V = p(y). It suffices to prove that G induces an injection (resp.
bijection) between morphism x→ y lying over f to morphisms G(x)→ G(y) lying
over f for any morphism f : U → V . Now fix f : U → V . Denote f∗y → y a
pullback. Then also G(f∗y) → G(y) is a pullback. The set of morphisms from x
to y lying over f is bijective to the set of morphisms between x and f∗y lying over
idU . (By the second axiom of a category fibred in groupoids.) Similarly the set
of morphisms from G(x) to G(y) lying over f is bijective to the set of morphisms
between G(x) and G(f∗y) lying over idU . Hence the fact that GU is faithful (resp.
fully faithful) gives the desired result.

Finally suppose for all GU is an equivalence for all U , so it is fully faithful and
essentially surjective. We have seen this implies G is fully faithful, and thus to
prove it is an equivalence we have to prove that it is essentially surjective. This is
clear, for if z′ ∈ Ob(S ′) then z′ ∈ Ob(S ′

U ) where U = p′(z′). Since GU is essentially
surjective we know that z′ is isomorphic, in S ′

U , to an object of the form GU (z)
for some z ∈ Ob(SU ). But morphisms in S ′

U are morphisms in S ′ and hence z′ is
isomorphic to G(z) in S ′. □

Lemma 35.10.04Z7 Let C be a category. Let p : S → C and p′ : S ′ → C be categories
fibred in groupoids. Let G : S → S ′ be a functor over C. Then G is fully faithful if
and only if the diagonal

∆G : S −→ S ×G,S′,G S
is an equivalence.
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Proof. By Lemma 35.9 it suffices to look at fibre categories over an object U of C.
An object of the right hand side is a triple (x, x′, α) where α : G(x) → G(x′) is a
morphism in S ′

U . The functor ∆G maps the object x of SU to the triple (x, x, idG(x)).
Note that (x, x′, α) is in the essential image of ∆G if and only if α = G(β) for some
morphism β : x → x′ in SU (details omitted). Hence in order for ∆G to be an
equivalence, every α has to be the image of a morphism β : x→ x′, and also every
two distinct morphisms β, β′ : x→ x′ have to give distinct morphisms G(β), G(β′).
This proves the lemma. □

Lemma 35.11.03YT Let C be a category. Let Si, i = 1, 2, 3, 4 be categories fibred in
groupoids over C. Suppose that φ : S1 → S2 and ψ : S3 → S4 are equivalences over
C. Then

MorCat/C(S2,S3) −→ MorCat/C(S1,S4), α 7−→ ψ ◦ α ◦ φ
is an equivalence of categories.

Proof. This is a generality and holds in any 2-category. □

Lemma 35.12.042I Let C be a category. If p : S → C is fibred in groupoids, then so
is the inertia fibred category IS → C.

Proof. Clear from the construction in Lemma 34.1 or by using (from the same
lemma) that IS → S ×∆,S×CS,∆ S is an equivalence and appealing to Lemma
35.7. □

Lemma 35.13.02XT Let C be a category. Let U ∈ Ob(C). If p : S → C is a category
fibred in groupoids and p factors through p′ : S → C/U then p′ : S → C/U is fibred
in groupoids.

Proof. We have already seen in Lemma 33.11 that p′ is a fibred category. Hence it
suffices to prove the fibre categories are groupoids, see Lemma 35.2. For V ∈ Ob(C)
we have

SV =
∐

f :V→U
S(f :V→U)

where the left hand side is the fibre category of p and the right hand side is the
disjoint union of the fibre categories of p′. Hence the result. □

Lemma 35.14.09WW Let A → B → C be functors between categories. If A is fibred in
groupoids over B and B is fibred in groupoids over C, then A is fibred in groupoids
over C.

Proof. One can prove this directly from the definition. However, we will argue
using the criterion of Lemma 35.2. By Lemma 33.12 we see that A is fibred over
C. To finish the proof we show that the fibre category AU is a groupoid for U in
C. Namely, if x → y is a morphism of AU , then its image in B is an isomorphism
as BU is a groupoid. But then x → y is an isomorphism, for example by Lemma
33.2 and the fact that every morphism of A is strongly B-cartesian (see Lemma
35.2). □

Lemma 35.15.06N6 Let p : S → C be a category fibred in groupoids. Let x → y
and z → y be morphisms of S. If p(x) ×p(y) p(z) exists, then x ×y z exists and
p(x×y z) = p(x)×p(y) p(z).

Proof. Follows from Lemma 33.13. □
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Lemma 35.16.06N7 Let C be a category. Let F : X → Y be a 1-morphism of cat-
egories fibred in groupoids over C. There exists a factorization X → X ′ → Y
by 1-morphisms of categories fibred in groupoids over C such that X → X ′ is an
equivalence over C and such that X ′ is a category fibred in groupoids over Y.

Proof. Denote p : X → C and q : Y → C the structure functors. We construct
X ′ explicitly as follows. An object of X ′ is a quadruple (U, x, y, f) where x ∈
Ob(XU ), y ∈ Ob(YU ) and f : F (x) → y is an isomorphism in YU . A morphism
(a, b) : (U, x, y, f) → (U ′, x′, y′, f ′) is given by a : x → x′ and b : y → y′ with
p(a) = q(b) and such that f ′ ◦ F (a) = b ◦ f . In other words X ′ = X ×F,Y,id Y with
the construction of the 2-fibre product from Lemma 32.3. By Lemma 35.7 we see
that X ′ is a category fibred in groupoids over C and that X ′ → Y is a morphism
of categories over C. As functor X → X ′ we take x 7→ (p(x), x, F (x), idF (x)) on
objects and (a : x→ x′) 7→ (a, F (a)) on morphisms. It is clear that the composition
X → X ′ → Y equals F . We omit the verification that X → X ′ is an equivalence of
fibred categories over C.

Finally, we have to show that X ′ → Y is a category fibred in groupoids. Let
b : y′ → y be a morphism in Y and let (U, x, y, f) be an object of X ′ lying over
y. Because X is fibred in groupoids over C we can find a morphism a : x′ → x
lying over U ′ = q(y′)→ q(y) = U . Since Y is fibred in groupoids over C and since
both F (x′) → F (x) and y′ → y lie over the same morphism U ′ → U we can find
f ′ : F (x′)→ y′ lying over idU ′ such that f ◦ F (a) = b ◦ f ′. Hence we obtain (a, b) :
(U ′, x′, y′, f ′) → (U, x, y, f). This verifies the first condition (1) of Definition 35.1.
To see (2) let (a, b) : (U ′, x′, y′, f ′) → (U, x, y, f) and (a′, b′) : (U ′′, x′′, y′′, f ′′) →
(U, x, y, f) be morphisms of X ′ and let b′′ : y′ → y′′ be a morphism of Y such that
b′ ◦ b′′ = b. We have to show that there exists a unique morphism a′′ : x′ → x′′

such that f ′′ ◦ F (a′′) = b′′ ◦ f ′ and such that (a′, b′) ◦ (a′′, b′′) = (a, b). Because X
is fibred in groupoids we know there exists a unique morphism a′′ : x′ → x′′ such
that a′ ◦ a′′ = a and p(a′′) = q(b′′). Because Y is fibred in groupoids we see that
F (a′′) is the unique morphism F (x′)→ F (x′′) such that F (a′) ◦F (a′′) = F (a) and
q(F (a′′)) = q(b′′). The relation f ′′ ◦F (a′′) = b′′ ◦ f ′ follows from this and the given
relations f ◦ F (a) = b ◦ f ′ and f ◦ F (a′) = b′ ◦ f ′′. □

Lemma 35.17.06N8 Let C be a category. Let F : X → Y be a 1-morphism of categories
fibred in groupoids over C. Assume we have a 2-commutative diagram

X ′

f   

X
a
oo

F

��

b
// X ′′

g
~~

Y

where a and b are equivalences of categories over C and f and g are categories
fibred in groupoids. Then there exists an equivalence h : X ′′ → X ′ of categories
over Y such that h ◦ b is 2-isomorphic to a as 1-morphisms of categories over C.
If the diagram above actually commutes, then we can arrange it so that h ◦ b is
2-isomorphic to a as 1-morphisms of categories over Y.

Proof. We will show that both X ′ and X ′′ over Y are equivalent to the category
fibred in groupoids X ×F,Y,id Y over Y, see proof of Lemma 35.16. Choose a quasi-
inverse b−1 : X ′′ → X in the 2-category of categories over C. Since the right triangle
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of the diagram is 2-commutative we see that

X

F

��

X ′′
b−1
oo

g

��
Y Yoo

is 2-commutative. Hence we obtain a 1-morphism c : X ′′ → X ×F,Y,id Y by the
universal property of the 2-fibre product. Moreover c is a morphism of categories
over Y (!) and an equivalence (by the assumption that b is an equivalence, see
Lemma 31.7). Hence c is an equivalence in the 2-category of categories fibred in
groupoids over Y by Lemma 35.9.

We still have to construct a 2-isomorphism between c ◦ b and the functor d : X →
X ×F,Y,id Y, x 7→ (p(x), x, F (x), idF (x)) constructed in the proof of Lemma 35.16.
Let α : F → g ◦ b and β : b−1 ◦ b→ id be 2-isomorphisms between 1-morphisms of
categories over C. Note that c ◦ b is given by the rule

x 7→ (p(x), b−1(b(x)), g(b(x)), αx ◦ F (βx))

on objects. Then we see that

(βx, αx) : (p(x), x, F (x), idF (x)) −→ (p(x), b−1(b(x)), g(b(x)), αx ◦ F (βx))

is a functorial isomorphism which gives our 2-morphism d → b ◦ c. Finally, if the
diagram commutes then αx is the identity for all x and we see that this 2-morphism
is a 2-morphism in the 2-category of categories over Y. □

36. Presheaves of categories

02XU In this section we compare the notion of fibred categories with the closely related
notion of a “presheaf of categories”. The basic construction is explained in the
following example.

Example 36.1.02XV Let C be a category. Suppose that F : Copp → Cat is a functor
to the 2-category of categories, see Definition 29.5. For f : V → U in C we will
suggestively write F (f) = f∗ for the functor from F (U) to F (V ). From this we
can construct a fibred category SF over C as follows. Define

Ob(SF ) = {(U, x) | U ∈ Ob(C), x ∈ Ob(F (U))}.

For (U, x), (V, y) ∈ Ob(SF ) we define

MorSF
((V, y), (U, x)) = {(f, ϕ) | f ∈ MorC(V,U), ϕ ∈ MorF (V )(y, f∗x)}

=
∐

f∈MorC(V,U)
MorF (V )(y, f∗x)

In order to define composition we use that g∗◦f∗ = (f ◦g)∗ for a pair of composable
morphisms of C (by definition of a functor into a 2-category). Namely, we define
the composition of ψ : z → g∗y and ϕ : y → f∗x to be g∗(ϕ) ◦ ψ. The functor
pF : SF → C is given by the rule (U, x) 7→ U . Let us check that this is indeed
a fibred category. Given f : V → U in C and (U, x) a lift of U , then we claim
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(f, idf∗x) : (V, f∗x)→ (U, x) is a strongly cartesian lift of f . We have to show a h
in the diagram on the left determines (h, ν) on the right:

V
f // U (V, f∗x)

(f,idf∗x)// (U, x)

W

h

OO

g

??

(W, z)

(h,ν)

OO

(g,ψ)

::

Just take ν = ψ which works because f ◦ h = g and hence g∗x = h∗f∗x. Moreover,
this is the only lift making the diagram (on the right) commute.

Definition 36.2.02XW Let C be a category. Suppose that F : Copp → Cat is a functor
to the 2-category of categories. We will write pF : SF → C for the fibred category
constructed in Example 36.1. A split fibred category is a fibred category isomorphic
(!) over C to one of these categories SF .

Lemma 36.3.02XX Let C be a category. Let S be a fibred category over C. Then S is
split if and only if for some choice of pullbacks (see Definition 33.6) the pullback
functors (f ◦ g)∗ and g∗ ◦ f∗ are equal.

Proof. This is immediate from the definitions. □

Lemma 36.4.004A Let p : S → C be a fibred category. There exists a contravariant
functor F : C → Cat such that S is equivalent to SF in the 2-category of fibred
categories over C. In other words, every fibred category is equivalent to a split one.

Proof. Let us make a choice of pullbacks (see Definition 33.6). By Lemma 33.7
we get pullback functors f∗ for every morphism f of C.

We construct a new category S ′ as follows. The objects of S ′ are pairs (x, f)
consisting of a morphism f : V → U of C and an object x of S over U , i.e.,
x ∈ Ob(SU ). The functor p′ : S ′ → C will map the pair (x, f) to the source of
the morphism f , in other words p′(x, f : V → U) = V . A morphism φ : (x1, f1 :
V1 → U1) → (x2, f2 : V2 → U2) is given by a pair (φ, g) consisting of a morphism
g : V1 → V2 and a morphism φ : f∗

1x1 → f∗
2x2 with p(φ) = g. It is no problem to

define the composition law: (φ, g)◦ (ψ, h) = (φ◦ψ, g ◦h) for any pair of composable
morphisms. There is a natural functor S → S ′ which simply maps x over U to the
pair (x, idU ).

At this point we need to check that p′ makes S ′ into a fibred category over C,
and we need to check that S → S ′ is an equivalence of categories over C which
maps strongly cartesian morphisms to strongly cartesian morphisms. We omit the
verifications.

Finally, we can define pullback functors on S ′ by setting g∗(x, f) = (x, f ◦ g) on
objects if g : V ′ → V and f : V → U . On morphisms (φ, idV ) : (x1, f1) → (x2, f2)
between morphisms in S ′

V we set g∗(φ, idV ) = (g∗φ, idV ′) where we use the unique
identifications g∗f∗

i xi = (fi ◦g)∗xi from Lemma 33.7 to think of g∗φ as a morphism
from (f1◦g)∗x1 to (f2◦g)∗x2. Clearly, these pullback functors g∗ have the property
that g∗

1 ◦ g∗
2 = (g2 ◦ g1)∗, in other words S ′ is split as desired. □

https://stacks.math.columbia.edu/tag/02XW
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CATEGORIES 83

37. Presheaves of groupoids

0048 In this section we compare the notion of categories fibred in groupoids with the
closely related notion of a “presheaf of groupoids”. The basic construction is ex-
plained in the following example.

Example 37.1.0049 This example is the analogue of Example 36.1, for “presheaves
of groupoids” instead of “presheaves of categories”. The output will be a category
fibred in groupoids instead of a fibred category. Suppose that F : Copp → Groupoids
is a functor to the category of groupoids, see Definition 29.5. For f : V → U in
C we will suggestively write F (f) = f∗ for the functor from F (U) to F (V ). We
construct a category SF fibred in groupoids over C as follows. Define

Ob(SF ) = {(U, x) | U ∈ Ob(C), x ∈ Ob(F (U))}.
For (U, x), (V, y) ∈ Ob(SF ) we define

MorSF
((V, y), (U, x)) = {(f, ϕ) | f ∈ MorC(V,U), ϕ ∈ MorF (V )(y, f∗x)}

=
∐

f∈MorC(V,U)
MorF (V )(y, f∗x)

In order to define composition we use that g∗◦f∗ = (f ◦g)∗ for a pair of composable
morphisms of C (by definition of a functor into a 2-category). Namely, we define
the composition of ψ : z → g∗y and ϕ : y → f∗x to be g∗(ϕ) ◦ ψ. The functor
pF : SF → C is given by the rule (U, x) 7→ U . The condition that F (U) is a
groupoid for every U guarantees that SF is fibred in groupoids over C, as we have
already seen in Example 36.1 that SF is a fibred category, see Lemma 35.2. But
we can also prove conditions (1), (2) of Definition 35.1 directly as follows: (1) Lifts
of morphisms exist since given f : V → U in C and (U, x) an object of SF over U ,
then (f, idf∗x) : (V, f∗x) → (U, x) is a lift of f . (2) Suppose given solid diagrams
as follows

V
f // U (V, y)

(f,ϕ) // (U, x)

W

h

OO

g

??

(W, z)

(h,ν)

OO

(g,ψ)

;;

Then for the dotted arrows we have ν = (h∗ϕ)−1 ◦ ψ so given h there exists a ν
which is unique by uniqueness of inverses.

Definition 37.2.04TL Let C be a category. Suppose that F : Copp → Groupoids is a
functor to the 2-category of groupoids. We will write pF : SF → C for the category
fibred in groupoids constructed in Example 37.1. A split category fibred in groupoids
is a category fibred in groupoids isomorphic (!) over C to one of these categories
SF .

Lemma 37.3.02XY Let p : S → C be a category fibred in groupoids. There exists a
contravariant functor F : C → Groupoids such that S is equivalent to SF over C.
In other words, every category fibred in groupoids is equivalent to a split one.

Proof. Make a choice of pullbacks (see Definition 33.6). By Lemmas 33.7 and 35.2
we get pullback functors f∗ for every morphism f of C.
We construct a new category S ′ as follows. The objects of S ′ are pairs (x, f)
consisting of a morphism f : V → U of C and an object x of S over U , i.e.,

https://stacks.math.columbia.edu/tag/0049
https://stacks.math.columbia.edu/tag/04TL
https://stacks.math.columbia.edu/tag/02XY
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x ∈ Ob(SU ). The functor p′ : S ′ → C will map the pair (x, f) to the source of
the morphism f , in other words p′(x, f : V → U) = V . A morphism φ : (x1, f1 :
V1 → U1) → (x2, f2 : V2 → U2) is given by a pair (φ, g) consisting of a morphism
g : V1 → V2 and a morphism φ : f∗

1x1 → f∗
2x2 with p(φ) = g. It is no problem to

define the composition law: (φ, g)◦ (ψ, h) = (φ◦ψ, g ◦h) for any pair of composable
morphisms. There is a natural functor S → S ′ which simply maps x over U to the
pair (x, idU ).
At this point we need to check that p′ makes S ′ into a category fibred in groupoids
over C, and we need to check that S → S ′ is an equivalence of categories over C.
We omit the verifications.
Finally, we can define pullback functors on S ′ by setting g∗(x, f) = (x, f ◦ g) on
objects if g : V ′ → V and f : V → U . On morphisms (φ, idV ) : (x1, f1) → (x2, f2)
between morphisms in S ′

V we set g∗(φ, idV ) = (g∗φ, idV ′) where we use the unique
identifications g∗f∗

i xi = (fi ◦g)∗xi from Lemma 35.2 to think of g∗φ as a morphism
from (f1◦g)∗x1 to (f2◦g)∗x2. Clearly, these pullback functors g∗ have the property
that g∗

1 ◦ g∗
2 = (g2 ◦ g1)∗, in other words S ′ is split as desired. □

We will see an alternative proof of this lemma in Section 42.

38. Categories fibred in sets

0042
Definition 38.1.02Y0 A category is called discrete if the only morphisms are the
identity morphisms.

A discrete category has only one interesting piece of information: its set of objects.
Thus we sometime confuse discrete categories with sets.

Definition 38.2.0043 Let C be a category. A category fibred in sets, or a category fibred
in discrete categories is a category fibred in groupoids all of whose fibre categories
are discrete.

We want to clarify the relationship between categories fibred in sets and presheaves
(see Definition 3.3). To do this it makes sense to first make the following definition.

Definition 38.3.04S8 Let C be a category. The 2-category of categories fibred in sets
over C is the sub 2-category of the category of categories fibred in groupoids over
C (see Definition 35.6) defined as follows:

(1) Its objects will be categories p : S → C fibred in sets.
(2) Its 1-morphisms (S, p) → (S ′, p′) will be functors G : S → S ′ such that

p′ ◦ G = p (since every morphism is strongly cartesian G automatically
preserves them).

(3) Its 2-morphisms t : G → H for G,H : (S, p) → (S ′, p′) will be morphisms
of functors such that p′(tx) = idp(x) for all x ∈ Ob(S).

Note that every 2-morphism is automatically an isomorphism. Hence this 2-category
is actually a (2, 1)-category. Here is the obligatory lemma on the existence of 2-fibre
products.

Lemma 38.4.0047 Let C be a category. The 2-category of categories fibred in sets over
C has 2-fibre products. More precisely, the 2-fibre product described in Lemma 32.3
returns a category fibred in sets if one starts out with such.

https://stacks.math.columbia.edu/tag/02Y0
https://stacks.math.columbia.edu/tag/0043
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https://stacks.math.columbia.edu/tag/0047
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Proof. Omitted. □

Example 38.5.04TM This example is the analogue of Examples 36.1 and 37.1 for
presheaves instead of “presheaves of categories”. The output will be a category
fibred in sets instead of a fibred category. Suppose that F : Copp → Sets is a
presheaf. For f : V → U in C we will suggestively write F (f) = f∗ : F (U)→ F (V ).
We construct a category SF fibred in sets over C as follows. Define

Ob(SF ) = {(U, x) | U ∈ Ob(C), x ∈ Ob(F (U))}.
For (U, x), (V, y) ∈ Ob(SF ) we define

MorSF
((V, y), (U, x)) = {f ∈ MorC(V,U) | f∗x = y}

Composition is inherited from composition in C which works as g∗ ◦ f∗ = (f ◦ g)∗

for a pair of composable morphisms of C. The functor pF : SF → C is given by the
rule (U, x) 7→ U . As every fibre category SF,U is discrete with underlying set F (U)
and we have already see in Example 37.1 that SF is a category fibred in groupoids,
we conclude that SF is fibred in sets.
Lemma 38.6.02Y2 Let C be a category. The only 2-morphisms between categories
fibred in sets are identities. In other words, the 2-category of categories fibred in
sets is a category. Moreover, there is an equivalence of categories{

the category of presheaves
of sets over C

}
↔

{
the category of categories

fibred in sets over C

}
The functor from left to right is the construction F → SF discussed in Example
38.5. The functor from right to left assigns to p : S → C the presheaf of objects
U 7→ Ob(SU ).
Proof. The first assertion is clear, as the only morphisms in the fibre categories
are identities.
Suppose that p : S → C is fibred in sets. Let f : V → U be a morphism in C and
let x ∈ Ob(SU ). Then there is exactly one choice for the object f∗x. Thus we see
that (f ◦ g)∗x = g∗(f∗x) for f, g as in Lemma 35.2. It follows that we may think
of the assignments U 7→ Ob(SU ) and f 7→ f∗ as a presheaf on C. □

Here is an important example of a category fibred in sets.
Example 38.7.0044 Let C be a category. Let X ∈ Ob(C). Consider the representable
presheaf hX = MorC(−, X) (see Example 3.4). On the other hand, consider the
category p : C/X → C from Example 2.13. The fibre category (C/X)U has as
objects morphisms h : U → X, and only identities as morphisms. Hence we see
that under the correspondence of Lemma 38.6 we have

hX ←→ C/X.
In other words, the category C/X is canonically equivalent to the category ShX

associated to hX in Example 38.5.
For this reason it is tempting to define a “representable” object in the 2-category
of categories fibred in groupoids to be a category fibred in sets whose associated
presheaf is representable. However, this is would not be a good definition for use
since we prefer to have a notion which is invariant under equivalences. To make
this precise we study exactly which categories fibred in groupoids are equivalent to
categories fibred in sets.

https://stacks.math.columbia.edu/tag/04TM
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39. Categories fibred in setoids

04S9
Definition 39.1.02XZ Let us call a category a setoid8 if it is a groupoid where every
object has exactly one automorphism: the identity.

If C is a set with an equivalence relation ∼, then we can make a setoid C as follows:
Ob(C) = C and MorC(x, y) = ∅ unless x ∼ y in which case we set MorC(x, y) = {1}.
Transitivity of ∼ means that we can compose morphisms. Conversely any setoid
category defines an equivalence relation on its objects (isomorphism) such that
you recover the category (up to unique isomorphism – not equivalence) from the
procedure just described.
Discrete categories are setoids. For any setoid C there is a canonical procedure to
make a discrete category equivalent to it, namely one replaces Ob(C) by the set of
isomorphism classes (and adds identity morphisms). In terms of sets endowed with
an equivalence relation this corresponds to taking the quotient by the equivalence
relation.

Definition 39.2.04SA Let C be a category. A category fibred in setoids is a category
fibred in groupoids all of whose fibre categories are setoids.

Below we will clarify the relationship between categories fibred in setoids and cat-
egories fibred in sets.

Definition 39.3.02Y1 Let C be a category. The 2-category of categories fibred in setoids
over C is the sub 2-category of the category of categories fibred in groupoids over
C (see Definition 35.6) defined as follows:

(1) Its objects will be categories p : S → C fibred in setoids.
(2) Its 1-morphisms (S, p) → (S ′, p′) will be functors G : S → S ′ such that

p′ ◦ G = p (since every morphism is strongly cartesian G automatically
preserves them).

(3) Its 2-morphisms t : G → H for G,H : (S, p) → (S ′, p′) will be morphisms
of functors such that p′(tx) = idp(x) for all x ∈ Ob(S).

Note that every 2-morphism is automatically an isomorphism. Hence this 2-category
is actually a (2, 1)-category.
Here is the obligatory lemma on the existence of 2-fibre products.

Lemma 39.4.04SB Let C be a category. The 2-category of categories fibred in setoids
over C has 2-fibre products. More precisely, the 2-fibre product described in Lemma
32.3 returns a category fibred in setoids if one starts out with such.

Proof. Omitted. □

Lemma 39.5.0045 Let C be a category. Let S be a category over C.
(1) If S → S ′ is an equivalence over C with S ′ fibred in sets over C, then

(a) S is fibred in setoids over C, and
(b) for each U ∈ Ob(C) the map Ob(SU ) → Ob(S ′

U ) identifies the target
as the set of isomorphism classes of the source.

(2) If p : S → C is a category fibred in setoids, then there exists a category
fibred in sets p′ : S ′ → C and an equivalence can : S → S ′ over C.

8A set on steroids!?
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Proof. Let us prove (2). An object of the category S ′ will be a pair (U, ξ), where
U ∈ Ob(C) and ξ is an isomorphism class of objects of SU . A morphism (U, ξ) →
(V, ψ) is given by a morphism x→ y, where x ∈ ξ and y ∈ ψ. Here we identify two
morphisms x → y and x′ → y′ if they induce the same morphism U → V , and if
for some choices of isomorphisms x→ x′ in SU and y → y′ in SV the compositions
x → x′ → y′ and x → y → y′ agree. By construction there are surjective maps on
objects and morphisms from S → S ′. We define composition of morphisms in S ′

to be the unique law that turns S → S ′ into a functor. Some details omitted. □

Thus categories fibred in setoids are exactly the categories fibred in groupoids which
are equivalent to categories fibred in sets. Moreover, an equivalence of categories
fibred in sets is an isomorphism by Lemma 38.6.

Lemma 39.6.04SC Let C be a category. The construction of Lemma 39.5 part (2) gives
a functor

F :
{

the 2-category of categories
fibred in setoids over C

}
−→

{
the category of categories

fibred in sets over C

}
(see Definition 29.5). This functor is an equivalence in the following sense:

(1) for any two 1-morphisms f, g : S1 → S2 with F (f) = F (g) there exists a
unique 2-isomorphism f → g,

(2) for any morphism h : F (S1) → F (S2) there exists a 1-morphism f : S1 →
S2 with F (f) = h, and

(3) any category fibred in sets S is equal to F (S).
In particular, defining Fi ∈ PSh(C) by the rule Fi(U) = Ob(Si,U )/ ∼=, we have

MorCat/C(S1,S2)
/

2-isomorphism = MorPSh(C)(F1, F2)

More precisely, given any map ϕ : F1 → F2 there exists a 1-morphism f : S1 → S2
which induces ϕ on isomorphism classes of objects and which is unique up to unique
2-isomorphism.

Proof. By Lemma 38.6 the target of F is a category hence the assertion makes
sense. The construction of Lemma 39.5 part (2) assigns to S the category fibred in
sets whose value over U is the set of isomorphism classes in SU . Hence it is clear
that it defines a functor as indicated. Let f, g : S1 → S2 with F (f) = F (g) be
as in (1). For each object U of C and each object x of S1,U we see that f(x) ∼=
g(x) by assumption. As S2 is fibred in setoids there exists a unique isomorphism
tx : f(x) → g(x) in S2,U . Clearly the rule x 7→ tx gives the desired 2-isomorphism
f → g. We omit the proofs of (2) and (3). To see the final assertion use Lemma
38.6 to see that the right hand side is equal to MorCat/C(F (S1), F (S2)) and apply
(1) and (2) above. □

Here is another characterization of categories fibred in setoids among all categories
fibred in groupoids.

Lemma 39.7.042J Let C be a category. Let p : S → C be a category fibred in groupoids.
The following are equivalent:

(1) p : S → C is a category fibred in setoids, and
(2) the canonical 1-morphism IS → S, see (34.2.1), is an equivalence (of cat-

egories over C).

https://stacks.math.columbia.edu/tag/04SC
https://stacks.math.columbia.edu/tag/042J


CATEGORIES 88

Proof. Assume (2). The category IS has objects (x, α) where x ∈ S, say with
p(x) = U , and α : x→ x is a morphism in SU . Hence if IS → S is an equivalence
over C then every pair of objects (x, α), (x, α′) are isomorphic in the fibre category
of IS over U . Looking at the definition of morphisms in IS we conclude that α,
α′ are conjugate in the group of automorphisms of x. Hence taking α′ = idx we
conclude that every automorphism of x is equal to the identity. Since S → C is
fibred in groupoids this implies that S → C is fibred in setoids. We omit the proof
of (1) ⇒ (2). □

Lemma 39.8.04SD Let C be a category. The construction of Lemma 39.6 which asso-
ciates to a category fibred in setoids a presheaf is compatible with products, in the
sense that the presheaf associated to a 2-fibre product X ×Y Z is the fibre product
of the presheaves associated to X ,Y,Z.

Proof. Let U ∈ Ob(C). The lemma just says that
Ob((X ×Y Z)U )/∼= equals Ob(XU )/∼= ×Ob(YU )/∼= Ob(ZU )/∼=

the proof of which we omit. (But note that this would not be true in general if the
category YU is not a setoid.) □

40. Representable categories fibred in groupoids

04SE Here is our definition of a representable category fibred in groupoids. As promised
this is invariant under equivalences.

Definition 40.1.0046 Let C be a category. A category fibred in groupoids p : S → C is
called representable if there exist an object X of C and an equivalence j : S → C/X
(in the 2-category of groupoids over C).

The usual abuse of notation is to say that X represents S and not mention the
equivalence j. We spell out what this entails.

Lemma 40.2.02Y3 Let C be a category. Let p : S → C be a category fibred in groupoids.
(1) S is representable if and only if the following conditions are satisfied:

(a) S is fibred in setoids, and
(b) the presheaf U 7→ Ob(SU )/ ∼= is representable.

(2) If S is representable the pair (X, j), where j is the equivalence j : S → C/X,
is uniquely determined up to isomorphism.

Proof. The first assertion follows immediately from Lemma 39.5. For the second,
suppose that j′ : S → C/X ′ is a second such pair. Choose a 1-morphism t′ :
C/X ′ → S such that j′ ◦ t′ ∼= idC/X′ and t′ ◦ j′ ∼= idS . Then j ◦ t′ : C/X ′ → C/X
is an equivalence. Hence it is an isomorphism, see Lemma 38.6. Hence by the
Yoneda Lemma 3.5 (via Example 38.7 for example) it is given by an isomorphism
X ′ → X. □

Lemma 40.3.04SF Let C be a category. Let X , Y be categories fibred in groupoids over
C. Assume that X , Y are representable by objects X, Y of C. Then

MorCat/C(X ,Y)
/

2-isomorphism = MorC(X,Y )

More precisely, given ϕ : X → Y there exists a 1-morphism f : X → Y which
induces ϕ on isomorphism classes of objects and which is unique up to unique 2-
isomorphism.
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Proof. By Example 38.7 we have C/X = ShX
and C/Y = ShY

. By Lemma 39.6
we have

MorCat/C(X ,Y)
/

2-isomorphism = MorPSh(C)(hX , hY )

By the Yoneda Lemma 3.5 we have MorPSh(C)(hX , hY ) = MorC(X,Y ). □

41. The 2-Yoneda lemma

0GWH Let C be a category. The 2-category of fibred categories over C was constructed/defined
in Definition 33.9. If S, S ′ are fibred categories over C then

MorFib/C(S,S ′)

denotes the category of 1-morphisms in this 2-category. Here is the 2-category
analogue of the Yoneda lemma in the setting of fibred categories.

Lemma 41.1 (2-Yoneda lemma for fibred categories).0GWI Let C be a category. Let
S → C be a fibred category over C. Let U ∈ Ob(C). The functor

MorFib/C(C/U,S) −→ SU
given by G 7→ G(idU ) is an equivalence.

Proof. Make a choice of pullbacks for S (see Definition 33.6). We define a functor

SU −→ MorFib/C(C/U,S)

as follows. Given x ∈ Ob(SU ) the associated functor is
(1) on objects: (f : V → U) 7→ f∗x, and
(2) on morphisms: the arrow (g : V ′/U → V/U) maps to the composition

(f ◦ g)∗x
(αg,f )x−−−−−→ g∗f∗x→ f∗x

where αg,f is as in Lemma 33.7.
We omit the verification that this is an inverse to the functor of the lemma. □

Let C be a category. The 2-category of categories fibred in groupoids over C is a
“full” sub 2-category of the 2-category of categories over C (see Definition 35.6).
Hence if S, S ′ are fibred in groupoids over C then

MorCat/C(S,S ′)

denotes the category of 1-morphisms in this 2-category (see Definition 32.1). These
are all groupoids, see remarks following Definition 35.6. Here is the 2-category
analogue of the Yoneda lemma.

Lemma 41.2 (2-Yoneda lemma).004B Let S → C be fibred in groupoids. Let U ∈
Ob(C). The functor

MorCat/C(C/U,S) −→ SU
given by G 7→ G(idU ) is an equivalence.

Proof. Make a choice of pullbacks for S (see Definition 33.6). We define a functor

SU −→ MorCat/C(C/U,S)

as follows. Given x ∈ Ob(SU ) the associated functor is
(1) on objects: (f : V → U) 7→ f∗x, and

https://stacks.math.columbia.edu/tag/0GWI
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(2) on morphisms: the arrow (g : V ′/U → V/U) maps to the composition

(f ◦ g)∗x
(αg,f )x−−−−−→ g∗f∗x→ f∗x

where αg,f is as in Lemma 35.2.
We omit the verification that this is an inverse to the functor of the lemma. □

Remark 41.3.076J We can use the 2-Yoneda lemma to give an alternative proof of
Lemma 37.3. Let p : S → C be a category fibred in groupoids. We define a
contravariant functor F from C to the category of groupoids as follows: for U ∈
Ob(C) let

F (U) = MorCat/C(C/U,S).

If f : U → V the induced functor C/U → C/V induces the morphism F (f) :
F (V )→ F (U). Clearly F is a functor. Let S ′ be the associated category fibred in
groupoids from Example 37.1. There is an obvious functor G : S ′ → S over C given
by taking the pair (U, x), where U ∈ Ob(C) and x ∈ F (U), to x(idU ) ∈ S. Now
Lemma 41.2 implies that for each U ,

GU : S ′
U = F (U) = MorCat/C(C/U,S)→ SU

is an equivalence, and thus G is an equivalence between S and S ′ by Lemma 35.9.

42. Representable 1-morphisms

02Y4 Let C be a category. In this section we explain what it means for a 1-morphism
between categories fibred in groupoids over C to be representable.

Let C be a category. Let X , Y be categories fibred in groupoids over C. Let
U ∈ Ob(C). Let F : X → Y and G : C/U → Y be 1-morphisms of categories fibred
in groupoids over C. We want to describe the 2-fibre product

(C/U)×Y X //

��

X

F

��
C/U G // Y

Let y = G(idU ) ∈ YU . Make a choice of pullbacks for Y (see Definition 33.6). Then
G is isomorphic to the functor (f : V → U) 7→ f∗y, see Lemma 41.2 and its proof.
We may think of an object of (C/U)×Y X as a quadruple (V, f : V → U, x, ϕ), see
Lemma 32.3. Using the description of G above we may think of ϕ as an isomorphism
ϕ : f∗y → F (x) in YV .

Lemma 42.1.02Y5 In the situation above the fibre category of (C/U) ×Y X over an
object f : V → U of C/U is the category described as follows:

(1) objects are pairs (x, ϕ), where x ∈ Ob(XV ), and ϕ : f∗y → F (x) is a
morphism in YV ,

(2) the set of morphisms between (x, ϕ) and (x′, ϕ′) is the set of morphisms
ψ : x→ x′ in XV such that F (ψ) = ϕ′ ◦ ϕ−1.

Proof. See discussion above. □
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Lemma 42.2.02Y6 Let C be a category. Let X , Y be categories fibred in groupoids over
C. Let F : X → Y be a 1-morphism. Let G : C/U → Y be a 1-morphism. Then

(C/U)×Y X −→ C/U
is a category fibred in groupoids.

Proof. We have already seen in Lemma 35.7 that the composition
(C/U)×Y X −→ C/U −→ C

is a category fibred in groupoids. Then the lemma follows from Lemma 35.13. □

Definition 42.3.02Y7 Let C be a category. Let X , Y be categories fibred in groupoids
over C. Let F : X → Y be a 1-morphism. We say F is representable, or that X is
relatively representable over Y, if for every U ∈ Ob(C) and any G : C/U → Y the
category fibred in groupoids

(C/U)×Y X −→ C/U
is representable.

Lemma 42.4.02Y8 Let C be a category. Let X , Y be categories fibred in groupoids over
C. Let F : X → Y be a 1-morphism. If F is representable then every one of the
functors

FU : XU −→ YU
between fibre categories is faithful.

Proof. Clear from the description of fibre categories in Lemma 42.1 and the char-
acterization of representable fibred categories in Lemma 40.2. □

Lemma 42.5.02Y9 Let C be a category. Let X , Y be categories fibred in groupoids over
C. Let F : X → Y be a 1-morphism. Make a choice of pullbacks for Y. Assume

(1) each functor FU : XU −→ YU between fibre categories is faithful, and
(2) for each U and each y ∈ YU the presheaf

(f : V → U) 7−→ {(x, ϕ) | x ∈ XV , ϕ : f∗y → F (x)}/ ∼=
is a representable presheaf on C/U .

Then F is representable.

Proof. Clear from the description of fibre categories in Lemma 42.1 and the char-
acterization of representable fibred categories in Lemma 40.2. □

Before we state the next lemma we point out that the 2-category of categories fibred
in groupoids is a (2, 1)-category, and hence we know what it means to say that it
has a final object (see Definition 31.1). And it has a final object namely id : C → C.
Thus we define 2-products of categories fibred in groupoids over C as the 2-fibre
products

X × Y := X ×C Y.
With this definition in place the following lemma makes sense.

Lemma 42.6.02YA Let C be a category. Let S → C be a category fibred in groupoids.
Assume C has products of pairs of objects and fibre products. The following are
equivalent:

(1) The diagonal S → S × S is representable.
(2) For every U in C, any G : C/U → S is representable.

https://stacks.math.columbia.edu/tag/02Y6
https://stacks.math.columbia.edu/tag/02Y7
https://stacks.math.columbia.edu/tag/02Y8
https://stacks.math.columbia.edu/tag/02Y9
https://stacks.math.columbia.edu/tag/02YA
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Proof. Suppose the diagonal is representable, and let U,G be given. Consider
any V ∈ Ob(C) and any G′ : C/V → S. Note that C/U × C/V = C/U × V is
representable. Hence the fibre product

(C/U × V )×(S×S) S //

��

S

��
C/U × V

(G,G′) // S × S

is representable by assumption. This means there exists W → U × V in C, such
that

C/W

��

// S

��
C/U × C/V // S × S

is cartesian. This implies that C/W ∼= C/U ×S C/V (see Lemma 31.11 and Remark
35.8) as desired.

Assume (2) holds. Consider any V ∈ Ob(C) and any (G,G′) : C/V → S × S. We
have to show that C/V ×S×S S is representable. What we know is that C/V ×G,S,G′

C/V is representable, say by a : W → V in C/V . The equivalence

C/W → C/V ×G,S,G′ C/V

followed by the second projection to C/V gives a second morphism a′ : W → V .
Consider W ′ = W ×(a,a′),V×V V . There exists an equivalence

C/W ′ ∼= C/V ×S×S S

namely

C/W ′ ∼= C/W ×(C/V×C/V ) C/V
∼=

(
C/V ×(G,S,G′) C/V

)
×(C/V×C/V ) C/V

∼= C/V ×(S×S) S

(for the last isomorphism see Lemma 31.12 and Remark 35.8) which proves the
lemma. □

Bibliographic notes: Parts of this have been taken from Vistoli’s notes [Vis04].

43. Monoidal categories

0FFJ Let C be a category. Suppose we are given a functor

⊗ : C × C −→ C

We often want to know whether ⊗ satisfies an associative rule and whether there
is a unit for ⊗.

An associativity constraint for (C,⊗) is a functorial isomorphism

ϕX,Y,Z : X ⊗ (Y ⊗ Z)→ (X ⊗ Y )⊗ Z
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such that for all objects X,Y, Z,W the diagram

X ⊗ (Y ⊗ (Z ⊗W )) //

��

(X ⊗ Y )⊗ (Z ⊗W ) // ((X ⊗ Y )⊗ Z)⊗W

X ⊗ ((Y ⊗ Z)⊗W ) // (X ⊗ (Y ⊗ Z))⊗W

OO

is commutative where every arrow is determined by a suitable application of ϕ and
functoriality of ⊗. Given an associativity constraint there are well defined functors

C × . . .× C −→ C, (X1, . . . , Xn) 7−→ X1 ⊗ . . .⊗Xn

for all n ≥ 1.

Let ϕ be an associativity constraint. A unit for (C,⊗, ϕ) is an object 1 of C together
with functorial isomorphisms

1⊗X → X and X ⊗ 1→ X

such that for all objects X,Y the diagram

X ⊗ (1⊗ Y )
ϕ

//

&&

(X ⊗ 1)⊗ Y

xx
X ⊗ Y

is commutative where the diagonal arrows are given by the isomorphisms introduced
above.

An equivalent definition would be that a unit is a pair (1, 1) where 1 is an object
of C and 1 : 1 ⊗ 1 → 1 is an isomorphism such that the functors L : X 7→ 1 ⊗X
and R : X 7→ X ⊗ 1 are equivalences. Certainly, given a unit as above we get
the isomorphism 1 : 1 ⊗ 1 → 1 for free and L and R are equivalences as they are
isomorphic to the identity functor. Conversely, given (1, 1) such that L and R are
equivalences, we obtain functorial isomorphisms l : 1⊗X → X and r : X ⊗1→ X
characterized by L(l) = 1 ⊗ idX and R(r) = idX ⊗ 1. Then we can use r and l in
the notion of unit as above.

A unit is unique up to unique isomorphism if it exists (exercise).

Definition 43.1.0FFK A triple (C,⊗, ϕ) where C is a category, ⊗ : C × C → C is a
functor, and ϕ is an associativity constraint is called a monoidal category if there
exists a unit 1.

We always write 1 to denote a unit of a monoidal category; as it is determined
up to unique isomorphism there is no harm in choosing one. From now on we no
longer write the brackets when taking tensor products in monoidal categories and
we always identify X ⊗ 1 and 1 ⊗ X with X. Moreover, we will say “let C be a
monoidal category” with ⊗, ϕ,1 understood.

Definition 43.2.0FFL Let C and C′ be monoidal categories. A functor of monoidal
categories F : C → C′ is given by a functor F as indicated and a isomorphism

F (X)⊗ F (Y )→ F (X ⊗ Y )

https://stacks.math.columbia.edu/tag/0FFK
https://stacks.math.columbia.edu/tag/0FFL


CATEGORIES 94

functorial in X and Y such that for all objects X, Y , and Z the diagram

F (X)⊗ (F (Y )⊗ F (Z)) //

��

F (X)⊗ F (Y ⊗ Z) // F (X ⊗ (Y ⊗ Z))

��
(F (X)⊗ F (Y ))⊗ F (Z) // F (X ⊗ Y )⊗ F (Z) // F ((X ⊗ Y )⊗ Z)

commutes and such that F (1) is a unit in C′.

By our conventions about units, we may always assume F (1) = 1 if F is a functor
of monoidal categories. As an example, if A → B is a ring homomorphism, then
the functor M 7→M ⊗A B is functor of monoidal categories from ModA to ModB .

Lemma 43.3.0FFM Let C be a monoidal category. Let X be an object of C. The
following are equivalent

(1) the functor L : Y 7→ X ⊗ Y is an equivalence,
(2) the functor R : Y 7→ Y ⊗X is an equivalence,
(3) there exists an object X ′ such that X ⊗X ′ ∼= X ′ ⊗X ∼= 1.

Proof. Assume (1). Choose X ′ such that L(X ′) = 1, i.e., X ⊗ X ′ ∼= 1. Denote
L′ and R′ the functors corresponding to X ′. The equation X ⊗ X ′ ∼= 1 implies
L ◦ L′ ∼= id. Thus L′ must be the quasi-inverse to L (which exists by assumption).
Hence L′ ◦ L ∼= id. Hence X ′ ⊗X ∼= 1. Thus (3) holds.

The proof of (2) ⇒ (3) is dual to what we just said.

Assume (3). Then it is clear that L′ and L are quasi-inverse to each other and it is
clear that R′ and R are quasi-inverse to each other. Thus (1) and (2) hold. □

Definition 43.4.0FFN Let C be a monoidal category. An object X of C is called
invertible if any (or all) of the equivalent conditions of Lemma 43.3 hold.

Observe that if F : C → C′ is a functor of monoidal categories, then F sends
invertible objects to invertible objects.

Definition 43.5.0FFP Given a monoidal category (C,⊗, ϕ) and an object X a left dual
is an object Y together with morphisms η : 1 → X ⊗ Y and ϵ : Y ⊗X → 1 such
that the diagrams

X

1
%%

η⊗1
// X ⊗ Y ⊗X

1⊗ϵ
��
X

and

Y

1
%%

1⊗η
// Y ⊗X ⊗ Y

ϵ⊗1
��
Y

commute. In this situation we say that X is a right dual of Y .

Observe that if F : C → C′ is a functor of monoidal categories, then F (Y ) is a left
dual of F (X) if Y is a left dual of X.

Lemma 43.6.0FFQ Let C be a monoidal category. If Y is a left dual to X, then

Mor(Z ′ ⊗X,Z) = Mor(Z ′, Z ⊗ Y ) and Mor(Y ⊗ Z ′, Z) = Mor(Z ′, X ⊗ Z)

functorially in Z and Z ′.

https://stacks.math.columbia.edu/tag/0FFM
https://stacks.math.columbia.edu/tag/0FFN
https://stacks.math.columbia.edu/tag/0FFP
https://stacks.math.columbia.edu/tag/0FFQ
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Proof. Consider the maps
Mor(Z ′ ⊗X,Z)→ Mor(Z ′ ⊗X ⊗ Y, Z ⊗ Y )→ Mor(Z ′, Z ⊗ Y )

where we use η in the second arrow and the sequence of maps
Mor(Z ′, Z ⊗ Y )→ Mor(Z ′ ⊗X,Z ⊗ Y ⊗X)→ Mor(Z ′ ⊗X,Z)

where we use ϵ in the second arrow. A straightforward calculation using the proper-
ties of η and ϵ shows that the compositions of these are mutually inverse. Similarly
for the other equality. □

Remark 43.7.0FFR Lemma 43.6 says in particular that Z 7→ Z⊗Y is the right adjoint
of Z ′ 7→ Z ′⊗X. In particular, uniqueness of adjoint functors guarantees that a left
dual of X, if it exists, is unique up to unique isomorphism. Conversely, assume the
functor Z 7→ Z ⊗ Y is a right adjoint of the functor Z ′ 7→ Z ′ ⊗X, i.e., we’re given
a bijection

Mor(Z ′ ⊗X,Z) −→ Mor(Z ′, Z ⊗ Y )
functorial in both Z and Z ′. The unit of the adjunction produces maps

ηZ : Z → Z ⊗X ⊗ Y
functorial in Z and the counit of the adjoint produces maps

ϵZ′ : Z ′ ⊗ Y ⊗X → Z ′

functorial in Z ′. In particular, we find η = η1 : 1→ X ⊗ Y and ϵ = ϵ1 : Y ⊗X →
1. As an exercise in the relationship between units, counits, and the adjunction
isomorphism, the reader can show that we have

(ϵ⊗ idY ) ◦ ηY = idY and ϵX ◦ (η ⊗ idX) = idX
However, this isn’t enough to show that (ϵ ⊗ idY ) ◦ (idY ⊗ η) = idY and (idX ⊗
ϵ) ◦ (η ⊗ idX) = idX , because we don’t know in general that ηY = idY ⊗ η and we
don’t know that ϵX = ϵ⊗ idX . For this it would suffice to know that our adjunction
isomorphism has the following property: for every W,Z,Z ′ the diagram

Mor(Z ′ ⊗X,Z) //

idW ⊗−
��

Mor(Z ′, Z ⊗ Y )

idW ⊗−
��

Mor(W ⊗ Z ′ ⊗X,W ⊗ Z) // Mor(W ⊗ Z ′,W ⊗ Z ⊗ Y )

If this holds, we will say the adjunction is compatible with the given tensor structure.
Thus the requirement that Z 7→ Z ⊗ Y be the right adjoint of Z ′ 7→ Z ′ ⊗X com-
patible with the given tensor structure is an equivalent formulation of the property
of being a left dual.

Lemma 43.8.0FFS Let C be a monoidal category. If Yi, i = 1, 2 are left duals of Xi,
i = 1, 2, then Y2 ⊗ Y1 is a left dual of X1 ⊗X2.

Proof. Follows from uniqueness of adjoints and Remark 43.7. □

A commutativity constraint for (C,⊗) is a functorial isomorphism
ψ : X ⊗ Y −→ Y ⊗X

such that the composition

X ⊗ Y ψ−→ Y ⊗X ψ−→ X ⊗ Y

https://stacks.math.columbia.edu/tag/0FFR
https://stacks.math.columbia.edu/tag/0FFS
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is the identity. We say ψ is compatible with a given associativity constraint ϕ if for
all objects X,Y, Z the diagram

X ⊗ (Y ⊗ Z)
ϕ
//

ψ

��

(X ⊗ Y )⊗ Z
ψ
// Z ⊗ (X ⊗ Y )

ϕ

��
X ⊗ (Z ⊗ Y ) ϕ // (X ⊗ Z)⊗ Y ψ // (Z ⊗X)⊗ Y

commutes.

Definition 43.9.0FFW A quadruple (C,⊗, ϕ, ψ) where C is a category, ⊗ : C ⊗ C → C
is a functor, ϕ is an associativity constraint, and ψ is a commutativity constraint
compatible with ϕ is called a symmetric monoidal category if there exists a unit.

To be sure, if (C,⊗, ϕ, ψ) is a symmetric monoidal category, then (C,⊗, ϕ) is a
monoidal category.

Lemma 43.10.0FN8 Let (C,⊗, ϕ, ψ) be a symmetric monoidal category. Let X be an
object of C and let Y , η : 1→ X ⊗ Y , and ϵ : Y ⊗X → 1 be a left dual of X as in
Definition 43.5. Then η′ = ψ ◦ η : 1 → Y ⊗X and ϵ′ = ϵ ◦ ψ : X ⊗ Y → 1 makes
X into a left dual of Y .

Proof. Omitted. Hint: pleasant exercise in the definitions. □

Definition 43.11.0FFY Let C and C′ be symmetric monoidal categories. A functor of
symmetric monoidal categories F : C → C′ is given by a functor F as indicated and
an isomorphism

F (X)⊗ F (Y )→ F (X ⊗ Y )
functorial in X and Y such that F is a functor of monoidal categories and such
that for all objects X and Y the diagram

F (X)⊗ F (Y ) //

��

F (X ⊗ Y )

��
F (Y )⊗ F (X) // F (Y ⊗X)

commutes.

Remark 43.12.0GWJ Let C be a monoidal category. We say C has an internal hom if
for every pair of objects X,Y of C there is an object hom(X,Y ) of C such that we
have

Mor(X,hom(Y,Z)) = Mor(X ⊗ Y,Z)
functorially in X,Y, Z. By the Yoneda lemma the bifunctor (X,Y ) 7→ hom(X,Y )
is determined up to unique isomorphism if it exists. Given an internal hom we
obtain canonical maps

(1) hom(X,Y )⊗X → Y ,
(2) hom(Y, Z)⊗ hom(X,Y )→ hom(X,Z),
(3) Z ⊗ hom(X,Y )→ hom(X,Z ⊗ Y ),
(4) Y → hom(X,Y ⊗X), and
(5) hom(Y, Z)⊗X → hom(hom(X,Y ), Z) in case C is symmetric monoidal.

https://stacks.math.columbia.edu/tag/0FFW
https://stacks.math.columbia.edu/tag/0FN8
https://stacks.math.columbia.edu/tag/0FFY
https://stacks.math.columbia.edu/tag/0GWJ
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Namely, the map in (1) is the image of idhom(X,Y ) by Mor(hom(X,Y ), hom(X,Y ))→
Mor(hom(X,Y )⊗X,Y ). To construct the map in (2) by the defining property of
hom(X,Z) we need to construct a map

hom(Y,Z)⊗ hom(X,Y )⊗X −→ Z

and such a map exists since by (1) we have maps hom(X,Y ) ⊗ X → Y and
hom(Y,Z) ⊗ Y → Z. To construct the map in (3) by the defining property of
hom(X,Z ⊗ Y ) we need to construct a map

Z ⊗ hom(X,Y )⊗X → Z ⊗ Y
for which we use idZ ⊗ a where a is the map in (1). To construct the map in
(4) we note that we already have the map Y ⊗ hom(X,X) → hom(X,Y ⊗ X)
by (3). Thus it suffices to construct a map 1 → hom(X,X) and for this we take
the element in Mor(1, hom(X,X)) corresponding to the canonical isomorphism
1⊗X → X in Mor(1⊗X,X). Finally, we come to (5). By the universal property
of hom(hom(X,Y ), Z) it suffices to construct a map

hom(Y,Z)⊗X ⊗ hom(X,Y ) −→ Z

We do this by swapping the last two tensor products using the commutativity
constraint and then using the maps hom(X,Y )⊗X → Y and hom(Y,Z)⊗Y → Z.

44. Categories of dotted arrows

0H17 We discuss certain “categories of dotted arrows” in (2, 1)-categories. These will
appear when formulating various lifting criteria for algebraic stacks, see for example
Morphisms of Stacks, Section 39 and More on Morphisms of Stacks, Section 8.

Definition 44.1.0H18 Let C be a (2, 1)-category. Consider a 2-commutative solid
diagram

(44.1.1)0H19

S
x
//

j

��

X

f

��
T

y //

>>

Y

in C. Fix a 2-isomorphism
γ : y ◦ j → f ◦ x

witnessing the 2-commutativity of the diagram. Given (44.1.1) and γ, a dotted ar-
row is a triple (a, α, β) consisting of a morphism a : T → X and and 2-isomorphisms
α : a ◦ j → x, β : y → f ◦ a such that γ = (idf ⋆ α) ◦ (β ⋆ idj), in other words such
that

f ◦ a ◦ j
idf⋆α

$$
y ◦ j

β⋆idj

::

γ // f ◦ x
is commutative. A morphism of dotted arrows (a, α, β) → (a′, α′, β′) is a 2-arrow
θ : a→ a′ such that α = α′ ◦ (θ ⋆ idj) and β′ = (idf ⋆ θ) ◦ β.

In the situation of Definition 44.1, there is an associated category of dotted arrows.
This category is a groupoid. It may depend on γ in general. The next two lemmas
say that categories of dotted arrows are well-behaved with respect to base change
and composition for f .

https://stacks.math.columbia.edu/tag/0H18
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Lemma 44.2.0H1A Let C be a (2, 1)-category. Assume given a 2-commutative diagram

S
x′
//

j

��

X ′

p

��

q
// X

f

��
T

y′
// Y ′ g // Y

in C, where the right square is 2-cartesian with respect to a 2-isomorphism ϕ : g◦p→
f ◦ q. Choose a 2-arrow γ′ : y′ ◦ j → p ◦ x′. Set x = q ◦ x′, y = g ◦ y′ and let
γ : y◦j → f ◦x be the 2-isomorphism γ = (ϕ⋆ idx′)◦(idg ⋆γ′). Then the category D′

of dotted arrows for the left square and γ′ is equivalent to the category D of dotted
arrows for the outer rectangle and γ.

Proof. There is a functor D′ → D which is (a, α, β) 7→ (q ◦ a, idq ⋆ α, (ϕ ⋆ ida) ◦
(idg ⋆ β)) on objects and θ 7→ idq ⋆ θ on arrows. Checking that this functor D′ → D
is an equivalence follows formally from the universal property for 2-fibre products
as in Section 31. Details omitted. □

Lemma 44.3.0H1B Let C be a (2, 1)-category. Assume given a solid 2-commutative
diagram

S
x
//

j

��

X

f

��
Y

g

��
T

z //

GG

Z

in C. Choose a 2-isomorphism γ : z ◦ j → g ◦ f ◦ x. Let D be the category of dotted
arrows for the outer rectangle and γ. Let D′ be the category of dotted arrows for
the solid square

S
f◦x
//

j

��

Y

g

��
T

z //

??

Z

and γ. Then D is equivalent to a category D′′ which has the following property:
there is a functor D′′ → D′ which turns D′′ into a category fibred in groupoids
over D′ and whose fibre categories are isomorphic to categories of dotted arrows for
certain solid squares of the form

S
x
//

j

��

X

f

��
T

y //

>>

Y

and some choices of 2-isomorphism y ◦ j → f ◦ x.

Proof. Construct the category D′′ whose objects are tuples (a, α, β, b, η) where
(a, α, β) is an object of D and b : T → Y is a 1-morphism and η : b → f ◦ a is a
2-isomorphism. Morphisms (a, α, β, b, η)→ (a′, α′, β′, b′, η′) in D′′ are pairs (θ1, θ2),
where θ1 : a → a′ defines an arrow (a, α, β) → (a′, α′, β′) in D and θ2 : b → b′ is a
2-isomorphism with the compatibility condition η′ ◦ θ2 = (idf ⋆ θ1) ◦ η.

https://stacks.math.columbia.edu/tag/0H1A
https://stacks.math.columbia.edu/tag/0H1B
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There is a functor D′′ → D′ which is (a, α, β, b, η) 7→ (b, (idf ⋆ α) ◦ (η ⋆ idj), (idg ⋆
η−1) ◦ β) on objects and (θ1, θ2) 7→ θ2 on arrows. Then D′′ → D′ is fibred in
groupoids.
If (y, δ, ϵ) is an object of D′, write Dy,δ for the category of dotted arrows for the last
displayed diagram with y◦j → f ◦x given by δ. There is a functor Dy,δ → D′′ given
by (a, α, η) 7→ (a, α, (idg ⋆ η) ◦ ϵ, y, η) on objects and θ 7→ (θ, idy) on arrows. This
exhibits an isomorphism from Dy,δ to the fibre category of D′′ → D′ over (y, δ, ϵ).
There is also a functor D → D′′ which is (a, α, β) 7→ (a, α, β, f ◦a, idf◦a) on objects
and θ 7→ (θ, idf⋆θ) on arrows. This functor is fully faithful and essentially surjective,
hence an equivalence. Details omitted. □
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